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Problem Set 4.1, page 206

1 With A = I (the identity matrix) draw the planes in the row picture. ddsides of a
box meet at the solution = (z,y,2) = (2,3,4):

lr+0y+0z=2 1 0 0 T 2
Oz +1y+0z=3 or [O 1 O][y]:[?)].
0 0 1

Ox+0y+1z=4 z 4

Draw the four vectors in the column picture. Two times columplus three times
column2 plus four times colum equals the right sida.

The columns aré = (1,0,0) andj = (0,1,0) andk = (0,0,1) andb = (2,3,4) =
2¢+ 37 + 4k.

2 If the equations in Problem 1 are multiplied ®y3, 4 they becoméDV = B:

2c+0y+0z= 4 2 00 x 4
Oz + 3y + 0z 9 or DV_[O 3 O]ly]_[9]_B
Ox + 0y +4z =16 0 0 4 z 16

Why is the row picture the same? Is the solutidrihe same as? What is changed in
the column picture—the columns or the right combinationite d3?

The planes are the sante: = 4isx = 2,3y =9isy = 3,and4z = 16isz = 4. The
solution is the same poilX = x. The columns are changed; but same combination.

3 If equation 1 is added to equation 2, which of these are ctdarthe planes in the row
picture, the vectors in the column picture, the coefficieatnr, the solution? The new
equations in Problem 1 would he= 2,z +y =5, z = 4.

The solution is not changed! The second plane and row 2 of #iexand all columns
of the matrix (vectors in the column picture) are changed.

4 Find a point withz = 2 on the intersection line of the planes+ y + 3z = 6 and
x —y + z = 4. Find the point withz = 0. Find a third point halfway between.

If z=2thenxz+y = 0andz—y = z give the poin{1, —1,2). If z = 0thenz+y =6
andz — y = 4 produce(5, 1,0). Halfway between those {8, 0, 1).

5 The first of these equations plus the second equals the third:

T+ y+ z=2
r+2y+ z2=3
2¢ + 3y + 2z = 5.

The first two planes meet along a line. The third plane cost#iat line, because
if z,y,z satisfy the first two equations then they also . The equations have
infinitely many solutions (the whole link). Find three solutions oh.

If z,y, 2z satisfy the first two equations they also satisfy the thirdatipn. The line
L of solutions containg = (1,1,0) andw = (3,1,3) andu = 1v + fw and all
combinationgv + dw with ¢+ d = 1.
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6 Move the third plane in Problem 5 to a parallel pl&@ae+ 3y + 2z = 9. Now the three
equations have no solutionshy no? The first two planes meet along the lihebut
the third plane doesn’t that line.

Equationl + equatior2 — equatior3 is now0 = —4. Line misses planeaio solution

7 In Problem 5 the columns ar@, 1,2) and (1,2, 3) and(1, 1,2). This is a “singular
case” because the third columnis . Find two combinations of the columns that
giveb = (2,3,5). This is only possible fob = (4,6, ¢) if ¢ =
Column3 = Column 1 makes the matrix singular. Solutidnsy, z) = (1,1,0) or
(0,1,1) and you can add any multiple ¢f1,0,1); b = (4,6, ¢) needsc = 10 for
solvability (thenb lies in the plane of the columns).

8 Normally 4 “planes” in 4-dimensional space meet at a . Normally 4
vectors in 4-dimensional space can combine to proddce What combination
of (1,0,0,0), (1,1,0,0), (1,1,1,0), (1,1,1,1) producesb = (3,3,3,2)?

Four planes in 4-dimensional space normally meet poiat The solution toAxz =
(3,3,3,2) is ¢ = (0,0,1,2) if A has columng(1,0,0,0),(1,1,0,0),(1,1,1,0),
(1,1,1,1). The equationsare+y+z+t=3,y+ 2+t =32+t =3,t = 2.

Problems 9-14 are about multiplying matrices and vectors.

9 Compute eachlx by dot products of the rows with the column vector:
2 1 0 0 1

1 2 4772
@) —231“2] Ol
41

01 2

DO = =

2 3

o O

(@) Ax =(18,5,0) and (b) Az = (3,4,5,5).
10 Compute eacllx in Problem 9 as a combination of the columns:

1 2 4
9(a)becomesAa:=2[—2 +21 3 [+3 1]=[ 1
—4 1 2

How many separate multiplications fdre, when the matrix is 3 by 3"?

Multiplying as linear combinations of the columns gives saeneAx. By rows or by
columns:9 separate multiplications f& by 3.

11 Find the two components ofx by rows or by columns:

3
2 3|14 3 6 2 1 2 4
{5 1“2} and {6 12“-1} and {2 0 1} h]
Ax equals(14,22) and(0,0) and O, 7).
12 Multiply A timesx to find three components ofx:

0 0 1 T 2 1 3 1 2 1 1
lo 1 O] [y] and [1 2 3] [ 1] and [1 2] [1}
1 0 0]z 3 3 6] -1 3 3

Ax equals(z, y,x) and(0,0,0) and 8, 3,6).
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13 (a) A matrix withm rows andn columns multiplies a vector with components
to produce a vector with components.

(b) The planes from the: equationsdx = b are in -dimensional space. The
combination of the columns of is in -dimensional space.

(a) « hasn components andx hasm components (b) Planes from each equation
in Ax = b are inn-dimensional space, but the columns arenifdimensional space.

14 Write 2x 4 3y + z + 5t = 8 as a matrixA (how many rows?) multiplying the column
vectore = (x,y,z2,t) to produceb. The solutionse fill a plane or “hyperplane”
in 4-dimensional spacd.he plane i3-dimensional with ndD volume

2r+3y+2+5t = 8is Az = bwiththel by4 matrixA =[2 3 1 5]. The solutions
x fill a 3D “plane” in 4 dimensions. It could be callechgperplane

Problems 15-22 ask for matrices that act in special ways on gtors.
15 (a) Whatis the by 2 identity matrix?/ times|[3 | equals| |.
(b) What is the2 by 2 exchange matrix? times |3 | equals| ¥ .

@r=[5 1] @r=[7

16 (a) What2 by 2 matrix R rotates every vector b§0° ? R times [} | is [_Y].
(b) What2 by 2 matrix R? rotates every vector b}80° ?

90° rotation fromR = [_0 1}, 180° rotation fromR? = [_1 O} =1

1 0 0 —1

17 Find the matrixP that multiplies(z,y, z) to give (y, z,x). Find the matrix@ that
multiplies (y, z, «) to bring back(z, y, 2).

0 1 0 0 0 1

P=10 0 1] producedy, z, x) and@ = [1 0 O] recoveryz,y, z). @ is the
1 0 0 0 1 0

inverse ofP.

18 What2 by 2 matrix £/ subtracts the first component from the second component 2 Wha
3 by 3 matrix does the same ?
3 3
5| =12].
7 7
1 00

31 _ 1|3
E [ 5 ] = [ 9 } and FE
-1 1 O] subtract the first component from the second.
0 01

19 What 3 by 3 matrix £ multiplies (z,y, z) to give (z,y,z + x) ? What matrixE—!
multiplies (z,y, z) to give (z,y,z — z) ? If you multiply (3,4,5) by E and then
multiply by E~1, the two results aré ) and( :

1 00 1 0 0
0 1 O]andE_lle 1 0

101 101
(3,4,5).

10
E= {_1 1] andE =

E = , Ev = (3,4,8) and E~!Ewv recovers
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20 What2 by 2 matrix P; projects the vectofz, y) onto thexz axis to producéx,0) ?
What matrixP, projects onto the axis to producé0, ) ? If you multiply (5, 7) by Py
and then multiply byP,, you get( ) and( ).

P = [(1) 8} projects onto thes-axis andP, = 8 (1) projects onto they-axis.

5 5 0
v = [7} hasPiv = [0] andP,Piv = [O]

21 What2 by 2 matrix R rotates every vector througts® ? The vector(1,0) goes to

(v/2/2,4/2/2). The vector0, 1) goes ta—/2/2, v/2/2). Those determine the matrix.
Draw these particular vectors in thg plane and findR.

R[22

rotates all vectors by 45 The columns of? are the results from
NG \/5] y

rotating(1, 0) and(0, 1)!

22 Write the dot product of1,4,5) and (z,y, z) as a matrix multiplicationAv. The
matrix A has one row. The solutions tdv = 0 lie on a perpendicular to the
vector . The columns ofd are only in -dimensional space.

x

The dot productdz = [1 4 5] ly} = (1 by 3)(3 by 1) is zero for pointyz, y, z)
z

on a plane in three dimensions. The columnglare one-dimensional vectors.

23 In MATLAB notation, write the commands that define this mattband the column
vectorsv andb. What command would test whether or nbt = b ?

w3l el

A=[12; 3 4]andz =[5 —2] andb=[1 7]’.7 =b— Axax prints as zero.

24 If you multiply the 4 by 4 all-ones matrixA = ones(4) and the columiv = ones(4,1),
what isAxv ? (Computer not needed.) If you multipB/= eye(4) + ones(4) times
w = zeros(4,1) + 2xones(4,1), what isBxw ?

ones(4,4) xones(4,1)=[4 4 4 4]"; Bxw=[10 10 10 10]".
Questions 25-27 review the row and column pictures in 2, 3, @ dimensions.

25 Draw the row and column pictures for the equatiens 2y = 0, z + y = 6.
The row picture has two lines meeting at the solutiéy2]. The column picture will
have4(1,1) + 2(—2, 1) = 4(column 1)+ 2(column 2)= right side(0, 6).

26 For two linear equations in three unknowngy, z, the row picture will show (2 or 3)
(lines or planes) in (2 or 3)-dimensional space. The columstupe is in (2 or 3)-
dimensional space. The solutions normally lieona .

The row picture show® planesin 3-dimensional space The column picture is in
2-dimensional spaceThe solutions normally lie on lane.
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27

28

29

30

31

For four linear equations in two unknownsandy, the row picture shows four .
The column picture is in -dimensional space. The equations have no solution
unless the vector on the right side is a combination of .

The row picture shows fouiines in the 2D plane. The column picture is four-
dimensional space. No solution unless the right side is edamation ofthe two columns

Challenge Problems

Invent a3 by 3 magic matrix M3 with entries1,2,...,9. All rows and columns
and diagonals add to 15. The first row could®@8,4. What isM; times(1,1,1) ?
What isM, times(1, 1,1, 1) if a 4 by 4 magic matrix has entries ..., 16 ?

8 3 4 54u S5—u+v 5H—w
M=|1 5 9|=|5b—u—v 5 S54+u+ov|; Ms(1,1,1) = (15,15,15);
6 7 2 54v S54+u—v H—u

My(1,1,1,1) = (34,34, 34, 34) becausd + 2 + - - - + 16 = 136 which is4(34).

3 ) 3

Supposes andwv are the first two columns of &by 3 matrix A. Which third columns
w would make this matrix singular ? Describe a typical colunatyse of Av = b in
that singular case, and a typical row picture (for a randpm

A is singular when its third columm is a combinatioreu + dv of the first columns.
A typical column picture had outside the plane af, v, w. A typical row picture has
the intersection line of two planes parallel to the thirdy@al hen no solution

Multiplying by A is a “linear transformation”. Those important words mean:

If w is a combination ot andv, thenAw is the same combination ofu and Av.

It is this “linearity” Aw = cAu + dAwv that gives us the naniimear algebra

If u= [ (1) ] andv = [ (1) ] then Au and Av are the columns ofl.

Combinew = cu + dv. If w = [ ? } how is Aw connected toAu and Av ?

w = (5,7) isbu + Tv. ThenAw equalss timesAu plus7 times Av.

A 9by9 Sudoku matrix S hasthe numbers ..., 9in every row and column, andin
every3 by 3 block. For the all-ones vectar= (1,...,1), whatisSv ?

A better question isWhich row exchanges will produce another Sudoku matrix?
Also, which exchanges of block rows give another Sudoku imatr

Section 4.5 will look at all possible permutations (reomdgs) of the rows. | see
6 orders for the firsB rows, all giving Sudoku matrices. Algdpermutations of the
next3 rows, and of the last rows. And6 block permutations of the block rows ?

x=(1,...,1)givesSz = sum of each row=1+---+9 = 45 for Sudoku matrices.
6 row orders(1,2,3), (1,3,2), (2,1,3), (2,3,1), (3,1,2), (3,2,1) are in Section 2.7.
The sames permutations oblocksof rows produce Sudoku matrices, b= 1296
orders of the) rows all stay Sudoku. (And alsi?296 permutations of th@ columns.)
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32 Suppose the second row dfis some number times the first row:

a b
A_{ca cb]'

Then ifa # 0, the second column ofl is what numbew times the first column?
A square matrix with dependent rows will also have dependentolumns This is a
crucial fact coming soon.

The second column i = b/a times the first column. So the columns are “dependent”
when the rows are “dependent”.

Problem Set 4.2, page 215

Problems 1-10 are about elimination or2 by 2 systems.

1 What multiple/s; of equation 1 should be subtracted from equation 2 ?

2z 43y =1
10z 4 9y = 11.

After this step, solve the triangular system by back sulgsbin, y beforez. Verify that
x times (2, 10) plusy times(3,9) equals(1,11). If the right side changes tal, 44),
what is the new solution ?

Multiply by 51 = 12 = 5 and subtract to fin@z + 3y = 14 and—6y = 6. The
pivots to circle are 2 and-6. If the right hand side is multiplied by, the solution is
multiplied by4.

2 If you find solutionsv andw to Av = b and Aw = ¢, what is the solution: to
Au = b+ ¢? What is the solutiol/ to AU = 3b + 4¢? (We saw superposition for
linear differential equations, it works in the same way fibtiaear equations.)

If Av =bandAw = cthenA(v + w) = b + ¢. The solution tcAU = 3b + 4cis
U =3v+4w.

3 What multiple of equation 1 should Isebtractedrom equation 2 ?

2z —4y =6
—x+ 5y =0.

After this elimination step, solve the triangular systerfithe right side changes to
(—6,0), what is the new solution ?

Subtract—% times equation 1 from equation 2. This leaves+ 3y = 3. Theny =1
and the first equation becom2s — 4 = 6 to givex = 5.

If the right side changes fror(6,0) to (—6,0) the solution changes frorb, 1) to
(=5, -1).
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4 What multiple/ of equation 1 should be subtracted from equation 2 to remo®e

ar+by=f

cx+dy=g.
The first pivot isa (assumed nonzero). Elimination produces what formulatier t
second pivot ? The second pivot is missing whén= bc: that is thesingular case
Subtract = ¢ times equation 1. The new second pivot multiplyinig d — (cb/a) or
(ad — be)/a. Theny = (ag — ¢f)/(ad — be).

5 Choose a right side which gives no solution and another rahé which gives

infinitely many solutions. What are two of those solutions ?

3z 42y =10

Singular system 6z + 4y =

6x + 4y is 2 times3x + 2y. There is no solution unless the right sideis10 = 20.

Then all the points on the lingx + 2y = 10 are solutions, including, 5) and(4, —1).
(The two lines in the row picture are the same line, contgi@ithsolutions).

6 Choose a coefficieritthat makes this system singular. Then choose a rightgsitiat
makes it solvable. Find two solutions in that singular case.

2z 4+ by = 16
dr 4+ 8y = g.
Singular system ib = 4, becausdz + 8y is 2 times2z + 4y. Theng = 32 makes the

lines become theame infinitely many solutions liké8, 0) and(0, 4).
7 For whicha does elimination break down (1) permanently or (2) templyrar

ax + 3y = —3
4x + 6y = 6.

Solve forz andy after fixing the temporary breakdown by a row exchange.
If @ = 2 elimination must fail (two parallel lines in the row pictyreThe equations
have no solution. Witla = 0, elimination will stop for a row exchange. Thép = —3
givesy = —1 and4x + 6y = 6 givesz = 3.

8 For which three numberk does elimination break down? Which is fixed by a row
exchange ? In these three cases, is the number of solutiank @roo ?

kx+3y= 6
3z + ky = —6.
If £ = 3 elimination must fail: no solution. Ik = —3, elimination gives) = 0 in

equation 2: infinitely many solutions. A= 0 a row exchange is needed: one solution.
9 What test orb; andb, decides whether these two equations allow a solution? How

many solutions will they have ? Draw the column picturetice (1,2) and(1,0).

3r — 2y =by

6x — 4y = bo.
On the left side¢x — 4y is 2 times(3z — 2y). Therefore we neelh, = 25, on the right
side. Then there will be infinitely many solutions (two péeHines become one single
line).
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10 In thexy plane, draw the lines + y = 5 andxz + 2y = 6 and the equatiop =
that comes from elimination. The lide: — 4y = ¢ will go through the solution of these
equations it =
The equatiory = 1 comes from elimination (subtract+ y = 5 from x + 2y = 6).
Thenz = 4 andbz — 4y = ¢ = 16.

11 (Recommended) A system of linear equations can’t have gxaai solutions. If(z, y)
and(X,Y) are two solutions telv = b, what is another solution ?

If v = (z,y) and alsoV = (X,Y) solve the systemlv = b, then another solution
is 3v + 3 V. (All combinationsu = cv + (1 — ¢)V will be solutions sincedu =
cAv+ (1 —c)AV =cb+ (1 —-c)b=0b.)

Problems 12-20 study elimination or8 by 3 systems (and possible failure).
12 Reduce this system to upper triangular form by two row openat

2043y +z =38
Eliminate x — 4o+Ty + 5z = 20
Eliminate y — —2y+2z=0.
Circle the pivots. Solve by back substitution fany, .

Elimination leads to an upper triangular system; then cofmask substitution.
20 +3y+ 2=38 x =2
y+3z=4 gives y=1 Ifazerois atthe start of row 2 or 3,
8z=28 z =1 thatavoids a row operation.
13 Apply elimination (circle the pivots) and back substitutim solve

2x — 3y =3
dx —dby+ z=7
20 — y—3z=05.

List the three row operations: Subtract  times row from row

2z — 3y =3 2z — 3y =3 20 —3y=3 x=3
dr —5y+ z=7 gives y+ z=1 and y+ z=1 and y=1
22— y—32=5 2y + 32 =2 —52=0 z2=0

Subtract 2x row 1 from row 2, subtract &k row 1 from row 3, subtract % row 2
from row 3

14 Which numbew forces a row exchange ? What is the triangular system (ngtikin)
for thatd ? Whichd makes this system singular (no third pivot) ?

2c4+5y+2=0
der+dy+2z=2
y—z=23.

Subtrac® times row 1 from row 2 to reacil —10)y —z = 2. Equation (3) igj—z = 3.
If d =10 exchange rows 2 and 3. df= 11 the system becomes singular.
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15 Which numbem leads later to a row exchange ? Whickeads to a singular problem
that row exchanges cannot fix? In that singular case find aamorsolutionz, y, z.

x+ by =0
r—2y—2=0
y+2=0.
The second pivot position will contain2 — b. If b = —2 we exchange with row 3. If
b = —1 (singular case) the second equatior-ig— z = 0. A solution is(1, 1, —1).
16 (a) Construct 8 by 3 system that needs two row exchanges to reach a triangular
form.
(b) Construct & by 3 system that needs a row exchange for pidiut breaks down
for pivot 3.
Example of Oz +0y+22=4 Exchange Oz + 3y +42=4
() 2 exchanges T+2y+22=5 (b) but then T+2y+22=5
g Oz +3y+42=6 break down 0z + 3y +42=6
(exchange 1 and 2, then 2 and 3) (rows 1 and 3 are not consistent)

17 If rows 1 and 2 are the same, how far can you get with elimimaadlowing row
exchange) ? If columns 1 and 2 are the same, which pivot ismgi8s

Equal 2z —y+2=0 2r+2y+2=0 Equal
rows 2z—y+2z2=0 4r+4y+2z=0 columns
de+y+2=2 6x + 6y + 2z = 2.

If row 1 =row 2, then row 2 is zero after the first step; exchange thermsvavith row
3 and there is nthird pivot. If column2 = column 1, then colum@ has no pivot.

18 Construct a3 by 3 example that ha$ different coefficients on the left side, but rows
2 and 3 become zero in elimination. How many solutions to yaystem withb =
(1,10,100) and how many wittb = (0,0,0) ?

Exampler + 2y + 32 = 0, 4x + 8y + 12z = 0, 5z + 10y + 15z = 0 has 9 different
coefficients but rows 2 and 3 becorfhe- 0: infinitely many solutions.

19 Which numbergy makes this system singular and which right stdgves it infinitely
many solutions ? Find the solution that has- 1.

r+4y—2z=1
T+ Ty—62==06
3y +qz=t.

Row 2 become8y — 4z = 5, then row 3 become§g + 4)z =t — 5. If ¢ = —4 the
system is singular—no third pivot. Thentit= 5 the third equation i® = 0. Choosing
z = 1 the equatior8y — 4z = 5 givesy = 3 and equation 1 gives = —9.

20 Three planes can fail to have an intersection po@ven if no planes are parallel
The system is singular if rol is a combination of the first two rows. Find a third
equation that can’t be solved together with- y + z = 0 andz — 2y — z = 1.

Singular if row 3 is a combination of rows 1 and 2. From the eiesvwthe three planes
form a triangle. This happens if rovis-2 =row 3 on the left side but not the right side:
z+y+2=0,x—2y—z=1,2z—y=1. No parallel planes but still no solution.
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21

22

23

24

25

26

Find the pivots and the solution for both system® (= b andSw = b):

2z 4+ y =0 2r— y =0
r+2y+ =z =0 —r+2y— =z =0
y+2z4+ t=0 - y+2z— t=0
z+2t=95 — z+2t=05.
(a) PivotsQ,§ 4 éintheequationQ:c—l—y:O, %y+z:0,%z+t:0, %t:Safter

J L 1374 o )
elimination. %ack substitution gives= 4,z = -3,y = 2,2 = —1.

(b) If the off-diagonal entries change froml to —1, the pivots are the same. The
solutionis(1, 2,3, 4) instead of(—1, 2, —3,4).

If you extend Problem 21 following thé,2,1 pattern or the—1,2,—1 pattern,
what is the fifth pivot? What is theth pivot?.S is my favorite matrix.

The fifth pivot isg for both matrices (1's or-1's off the diagonal). Thesth pivot is
ntl

.
If elimination leads tar + y = 1 and2y = 3, find three possible original problems.

If ordinary elimination leads ta: + y = 1 and2y = 3, the original second equation
could be2y + ¢(x +y) = 3+ ¢ for any¢. Then? will be the multiplier to reacl2y = 3.

For which two numbersa will elimination fail on A = {Z Z] ?

Elimination fails on[z Cﬂ ifa=2o0ra=0.
For which three numbekswill elimination fail to give three pivots ?

a 2 3
a a 4] is singular for three values af
a a a

A:

a = 2 (equal columns); = 4 (equal rows)a = 0 (zero column).
Look for a matrix that has row sums 4 and 8, and column s2iarsds :

o |a b a+b=4 a+c=2
Ma”'x—[c d} ctd=8 b+d=s
The four equations are solvable onlysif= . Then find two different matrices

that have the correct row and column sufastra credit: Write down thet by 4 system
Av = (4,8,2, s) with v = (a, b, ¢, d) and makeA triangular by elimination.

Solvable fors = 10 (add the two pairs of equations to get b+ c+ d on the left sides,
12 and2 + s on the right sides). The four equations fam, c, d aresingular! Two

1 00 1 1 00

. 1 3 0 4 1 01 0 0O -1 1 0
solu'uonsare{1 7] and{2 6},14: 00 1 1 andU = 0 0 1 1
01 0 1 0O 0 0 O
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27 Elimination in the usual order gives what matiikx and what solution(z,y, z) to
this “lower triangular” system ? We are really solvingflayward substitution

3x =3
6z + 2y =8
9r —2y+ 2 =9.

Elimination leaves the diagonal matrix di@g2,1) in 3z = 3,2y = 2,2z = 4. Then
r=1y=12=4.

28 Create aMATLAB commandA(2, : ) = ... for the new row2, to subtract3 times
row 1 from the existing row 2 if the matrix is already known.

A(2,:) = A(2,:) — 3% A(1,:) subtracts3 times row1 from row 2.

29 If the last corner entry ofd is A(5,5) = 11 and the last pivot ofA is
U(5,5) = 4, what different entryA (5, 5) would have madel singular ?

A change up or down (5, 5) produces the same changdiii5, 5). If A(5,5) = 11
gaveU(5,5) = 4, then subtract: A(5,5) = 7 will give U(5,5) = 0 and a singular
matrix—zero in the last pivot positiofi (5, 5).

Challenge Problems

30 Suppose elimination take$ to U without row exchanges. Then raiof U is a com-
bination of which rows ofA? If Av = 0,isUv =0? If Av =b,isUv =0b"?

Row j of U is a combination of rows, ..., j of A. If Az = 0thenUx = 0 (not true
if b replace®). U is the diagonal ofA when A is lower triangular.

31 Start with 100 equationsdv = 0 for 100 unknownsv = (v1,...,v100). Suppose
elimination reduces th&)0th equation t® = 0, so the system is “singular”.
(a) Elimination takes linear combinations of the rows. s $ingular system has the
singular property : Some linear combination of t® rows is .

(b) Singular systemgv = 0 have infinitely many solutions. This means that some
linear combination of thé00 columnsis .

(c) Invent al00 by 100 singular matrix with no zero entries.
(d) For your matrix, describe in words the row picture and ¢bkumn picture of
Av = 0. Not necessary to dran)0-dimensional space.
The question deals with 100 equatiofi® = 0 whenA is singular.
(a) Some linear combination of the 100 rowshe row of 100 zeros
(b) Some linear combination of the 186lumnsis the column of zeros
(c) A very singular matrix has all onesd = eyg100). A better example has 99

random rows (or the numbets, . .., 100¢ in those rows). The 100th row could
be the sum of the first 99 rows (or any other combination ofehasvs with no
Zeros).

(d) The row picture has 100 planeseting along a common line throughd. The
column picture has 100 vectors all in the same 99-dimenkiymerplane.
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Problem Set 4.3, page 223

Problems 1-16 are about the laws of matrix multiplication .

1 Ais3byb, Bisbby3,Cis5by1,andD is 3 by 1. All entries arel. Which of these
matrix operations are allowed, and what are the results ?

BA AB ABD DBA A(B +C).
If all entries of A, B, C, D arel, thenBA = 3 oneg5) is5 by 5; AB = 5 oneg3) is
3by3; ABD = 150neg3,1)is3 by 1. DBA andA(B + C) are not defined.
2 What rows or columns or matrices do you multiply to find

(a) the third column ofAB ?
(b) the first row ofAB ?
(c) the entry in row 3, column 4 od B ?
(d) the entryinrow 1, column 1 agf'DE ?
(&) A (column 3 ofB) (b) (Row1o0fA) B (c) (Row 3 ofA)(column 4 ofB)
(d) (Row 1 ofC)D(column 1 ofE).
3 Add AB to AC and compare wittd(B + C) :

1 5 0 2 3 1
A_[z 3] and B_[O 1} and C_[O 0}

3 8
6 9

4 In Problem 3, multiplyA timesBC'. Then multiplyAB timesC.

AB+ AC isthe same ad(B + C) = { } . (Distributive law).

A(BC) = (AB)C by theassociative law In this example both answers a[% 8]

from columnl of AB and row2 of C' (multiply columns times rows).
5 Computed? andA3. Make a prediction ford®> and A™ :

A:[(l) ?} and Az[g (2)}
, [1 2b n o [1 mb . [4 4 n o [2m o2n
(a)A_[O 1]andA_[0 1]. (b)A_[O O]andA _{0 0].

6 Show that( A + B)? is different fromA? 4 2AB + B2, when

A_[l 2} and B_[l 0}

0 0 3 0
Write down the correct rule foqfA + B)(A + B) = A% + + B2
(A4 B)? = [12 é] — A2+ AB+ BA+ B2 ButA% +24AB + B2 = {12 (ﬂ
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7 True or false. Give a specific example when false :

(a) If columns 1 and 3 oB are the same, so are columns 1 and 3\ &
(b) If rows 1 and 3 ofB are the same, so are rows 1 and 3Ad?.
(c) Ifrows 1 and 3 of4 are the same, so are rows 1 and 3Aa@tC.
(d) (AB)? = A%2B2.
(a) True (b) False (c) True (d) False: usuglyB)? # A2B2.
8 How is each row ofD A and E A related to the rows ofl, when
3 0 0 1 a b
D:[O 5} and E:{O 1] and A:{C d}?

How is each column ofAiD and AF related to the columns of ?

The rows ofD A are3 (row 1 of A) and5 (row 2 of A). Both rows ofE' A are row?2 of A.
The columns ofAD are3 (column1 of A) and5 (column2 of A). The first column of
AF is zero, the second is columrof A + column2 of A.

9 Row 1 of A is added to row 2. This giveE A below. Then column 1 of/ A is added
to column 2 to producéE A) F'. Notice E andF' in boldface.

1 0 a b a b
EA:[I 1}{0 d}:[a—i-c b—i—d]

a a+b }

0 1

(EA>F—(EA)[1 1]_{a+c at+c+b+d

Do those steps in the opposite order, first multigly” and thenE(AF). Compare
with (FA)F. What law is obeyed by matrix multiplication ?

a a-+b

AF = { N ] and E(AF) equals(FA)F because matrix multiplication is
& (&

associative

10 Row 1 of A is added to row 2 to producBA. ThenF adds row 2 ofE/ A to row 1.
Now F'is on the left, for row operations. The resulti§ £ A) :

F(EA):[llH a b ]:[2a+c 2b+d}

0 1 at+c b+d at+c b+d

Do those steps in the opposite order: first add 2ow row 1 by F A, then add row 1
of FFA to row 2. What law is or is not obeyed by matrix multiplicati®n

at+c b+d at+c b+d

c a+2c b+2d
same a¥'(F A) because multiplication is not commutative.

11 (3 by 3 matrices) Choose the onfy so that for every matrix
(a) BA=4A

FA= [ ] and thenE(FA) = { } E(FA)isnotthe
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(b) BA = 4B (tricky)
(c) BA has rows 1 and 3 ofl reversed and row 2 unchanged
(d) All rows of BA are the same as row 1 df.

0 01

(@ B=41I (b) B=0 (c) B=|0 1 O] (d) Every row ofBis 1, 0, 0.
1 00

12 SupposedB = BA andAC = C A for these two particular matricds andC':

a b . 1 0 0 1
A:{C d] commuteswnhB:{O O] and C:{O 0]‘

Prove thatn = d andb = ¢ = 0. ThenA is a multiple of/. The only matrices that
commute withB andC' and all other by 2 matrices arel = multiple of /.

0 b
AB = { ¢ 0 ] = BA = [ g 0 ] givesb = ¢ = 0. ThenAC = C A givesa = d.
C
The only matrices that commute withandC' (and all other matrices) are multiples of
I. A=al.

13 Which of the following matrices are guaranteed to equal— B)?: A% — B?,
(B—A)?, A2—2AB+B? A(A—B)—B(A—B), A>— AB— BA+ B2?

(A-B)?2=(B—-A?=AA-B)-B(A-B)=A?>—-AB-BA+B% Ina
typical case (whenl B # BA) the matrixA? — 2AB + B2 is different from(A — B)2.
14 True or false:

(a) If A% is defined them is necessarily square.
(b) If AB andBA are defined ther and B are square.
(c) If ABandBA are defined thed B and BA are square.
(d) If AB=BthenA=1.
(a) True (42 is only defined whem is square) (b) False (ift is m by n and B

isn by m, thenAB is m by m and BA is n by n). (c) True (d) False (take
B =0).
15 If A ism by n, how many separate multiplications are involved when
(a) A multiplies a vectore with n components?
(b) A multiplies ann by p matrix B ?
(c) A multiplies itself to produced? ? Herem = n andA is square.
(a) mn (use every entry o)  (b) mnp = pxpart(a) (c)n? (n? dot products).
16 ForA = [2 Z3] andB = [1§ ], compute these answeasd nothing more

3 -2

(@) column 2 ofAB (b) row?2ofAB (c) row 2 ofA?
(d) row 2 of A3.

(8) Useonly column?2oB (b) Useonly row?2ofd (c)-(d) Use row 2 of first.
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Problems 17-19 use;; for the entry in row %, column j of A.
17 Write down the3 by 3 matrix A whose entries are

(@) a;; = minimum ofi and; (b) ay; = (-1)"7 (€) ay =i/j.

1 11 1 -1 1
A=|1 2 2 |hase; =min(i,j). A=| -1 1 =1 |hase; =(-1)" =
1 2 3 1 -1 1
1/1 1/2 1/3
“alternating sign matrix’A = | 2/1 2/2 2/3 | hasa,;; = i/j (this will be an ex-
3/1 3/2 3/3

ample of arank one matrix.
18 What words would you use to describe each of these classesaices? Give a

3 by 3 example in each class. Which matrix belongs to all four eags
(a) Q5 = 0if 4 #_] (b) Q5 = 0ifi< 7 (C) Qij = Gjj
(d) aij = ayy.
Diagonal matrix, lower triangular, symmetric, all rows efjuiZero matrix fits all four.
19 The entries ofd area;;. Assuming that zeros don’t appear, what is
(a) the first pivot?
(b) the multiplier¢s; of row 1 to be subtracted from ro$s?
(c) the new entry that replaces, after that subtraction ?
(d) the second pivot?

(@ ain  (b) fsr=as/ann  (C) az2 — (§2)arz  (d) az2 — (£2)ar.

aii

Problems 20-24 involve powers ofA.
20 Computed?, A3 A* and alsodwv, A%v, A3v, A*v for

0 2 0 07 T
oo 20 oy
A=lg oo 2| adv=|]
000 0| t
0040 00087
0004 0000 . . .
A? = , A3 = , A* = zero matrix forstrictly triangular A.
0000 0000
0000 0000 J
T 2y 4z 8t
2z 4t 0
Thendv=4| | = | A% = | APy = | Atv = 0.
z 2t 0 0
t 0



114 Chapter 4. Linear Equations and Inverse Matrices

21 Find all the powersi?, A3, ... andAB, (AB)?,. . . for

b b 1 0
A_{ﬁ _5] and B_{O _1].

5 J) %) .
A=A?2=A3=... = { 5 s ] butAB = [ . ] and(AB)? = zero matrix!
22 By trial and error find real nonzetbby 2 matrices such that

A*=-1 BC=0 DE=-FED (notallowingDE = 0).

(o1 o oo~ [1 =17[1 117 _Jo o].
- | o resar——nse= [; T[] =[5 6

0 1 0 1 -1 0 .
DE = [1 O} [_1 O} = { 0 1] = —FED. You can find more examples.

A

23 (@) Find a nonzero matriX for which A2 = 0.
(b) Find a matrix that had? # 0 but 43 = 0.
0 1
A= [ 0 0o } hasA4? = 0. Note: Any matrixA = column times row= uvT will
01 0 00 1
haveA? = wvTuv™ = 0if vTu=0. A= | 0 L' {hasA2=1]0 0 0
0 0 O 00 0
but A% = 0; strictly triangular as in Problem 20.
24 By experiment withh = 2 andn = 3 predictA™ for these matrices:

o

Alz[g }} and A2:|:} }} and A3:{8 8]

n 2m 2n—1 n 1|1 1 n a® a" b
Problems 25-31 use column-row multiplication and block muiplication.

25 Multiply A timesI using columns ofd (3 by 3) times rows off.

r b c [1 0 o] [a] (1 0 0] [d][o 1 0] [c][o 0 1]
d e fll0 1 0|=|d +le +1f :
00 1| |g h i

g h i
26 Multiply AB using columns times rows :

2 R R

AB =
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1 0 330 0 0 O
Columns of A
- 2113 3 0]+|4]|[]1 2 1]=1|6 6 0|+|4 8 4| =
times rows of B 2[ ] 1[ ] [6 6 0 1 9 1]
3 30
[10 14 4| =AB
7 8 1

27 Show that the product of two upper triangular matrices isagvupper triangular:

R ) R A T
Oxx][Ox:c]_lO ]
0 0 = 0 0 = 0 0 «

Proof using dot productéRow-times-column (Row 2 of A) - (column1 of B)= 0.
Which other dot products give zeros ?

AB =

Proof using full matricegColumn-times-rojv  Draw z’s and 0’s in (columr2 of A)
times (row2 of B). Also show (columr3 of A) times (row3 of B).

(&) (row 3 ofA) - (column 1 ofB) and (row 3 ofA) - (column 2 of B) are both zero.
x 0 = =z x 0 0 =z
(b) lx] [0 2 x]:[O T w x} [00 x}:[O 0 =«
0 0 0 0 x 0 0 =z

28 If Ais2by3withrowsl, 1, 1and2, 2,2, andB is 3 by 4 with columnsl, 1, 1 and2,
2,2 and3, 3, 3 and4, 4, 4, use each of the four multiplication rules to fidd3 :

and : both upper.

(1) Rows ofA times columns ofB.  Inner products (each entry inAB)
(2) Matrix A times columnsofB.  Columns of AB
(3) Rows ofA times the matrix3. Rows of AB
(4) Columns ofA times rows ofB.  Outer products (3 matrices add tod B)
1 2
1 1 1 3 6 9 12
AB = { ] 1o - { ] |
2

2 2 2 6 12 18 24

w w w
=

(1) Two rows ofA times four columns of3 = eight numbers

3
(2) A times the first column oB gives [ 6 ] . The later columns are multiplied by
2,3,and 4.

(3) The first row ofA is multiplied by B to give 3, 6, 9, 12. The second row dfis
doubled so the second row dfB is doubled.

(4) Column times row multiplication gives three matricasttiis case they are all the
same!)

1 1 2 3 47 . )
[ } [1 2 3 4 ]=[ ] times 3 givesAB.
2 2 4 6 8
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29 Which matricesFs; and Es; produce zeros in the2, 1) and(3, 1) positions ofFE»; A

30

31

32

33

andEglA ?

A:

2 1 0

-2 0 1 ] .
8 5 3

Find the single matri¥y = FE3; E»; that produces both zeros at once. Multify.

1 0 0 1 0 0
Ey = [1 1 O0landE3;=| 0 1 O] produce zeros in thg, 1 and3, 1 entries.
0 0 1 —4 0 1
1 0 0 2 1 0
Multiply E's to getFE = E31Fy; = 1 1 0]. ThenEA = |0 1 1] is the
—4 0 1 0 1 3

result of bothE’s since(F31 Fa1)A = Fs1(Ea A).

Block multiplication produces zeros below the pivot in one big step:
1 0 a b a b .
EA = { —cla T { ¢ D ] = { 0 D—cb/a ]wnhvectorso,b,c.

In Problem 29, what are and D and what is the bloclo — ¢b/a ?

0 1 1 1

In29, ¢= {_2}, D= 5 3], D —cb/a= [1 3} in the lower corner oz A.

8

With i2 = —1, the product of A + iB) and(z + iy) is Az + iBx + iAy — By. Use
blocks to separate the real part witheditom the imaginary part that multiplies

A -B x | | Az — By | realpart
? ? y | ? imaginary part

A —B| |x| |Ax — By| real part Complex matrix times complex vector
B Al |y| | Bx+ Ay | imaginary part. needst real times real multiplications.

(Very importan} Suppose you solvdwv = b for three special right sidds:
1 0 0
Avl_lO] and AvQ_[ll and Avg_[o
0 0 1

If the three solution®, va, v3 are the columns of a matriX, what isA timesX ?
AtimesX = [x1 x2 «3] will be the identity matrix] = [ Ax; Azy Azs].

If the three solutions in Question 32 atg = (1,1,1) andve, = (0,1,1) and
v3 = (0,0, 1), solveAv = bwhenb = (3,5, 8). Challenge problem: What id ?
3 3 1 00
b= |5|givese = 3x; + 522 +8x3 = | 8|; A= |-1 1 0] will have
8 16 0 -1 1

thosex; = (1,1,1),z2 = (0,1,1), 23 = (0,0, 1) as columns of its “inverseA 1.
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34

35

Practical question SupposeA is m by n, B is n by p, andC is p by q. Then
the multiplication count fo AB)C is mnp + mpq. The same answer comes from
A times BC, now with mng + npg separate multiplications. Noticepg for BC.

(@) If Ais2by4, Bis4 by 7,andC is 7 by 10, do you prefe{(AB)C or A(BC)?
(b) With N-component vectors, would you chod@€" v)w™ or u™ (vw™) ?
(c) Divide bymnypq to show tha{ AB)C' is faster whem ™ + ¢~ ' <m~' +p~ L.

Multiplying AB = (m by n)(n by p) needsnnp multiplications. Therf AB)C needs
mpg more. Multiply BC' = (n by p)(p by q) needsipq and thenA(BC') needsnng.

(@) If m,n,p,qare2,4,7,10 we compardg2)(4)(7) + (2)(7)(10) = 196 with the
larger number2)(4)(10) + (4)(7)(10) = 360. So AB first is better, so that we
multiply that7 by 10 matrix by as few rows as possible.

(b) If u,v,w areN by 1, then(uv)wT needs2 N multiplications butuT (vw™)
needsV? to findvwT and N2 more to multiply by the row vectaw™. Apologies
to use the transpose symbol so early.

(c) We are comparingwnp + mpq with mnq + npq. Divide all terms bymnpq:
Now we are comparing~! + n~! with p—! +m~!. This yields a simple im-
portant rule. If matricesl and B are multiplyingv for ABwv, don't multiply the
matrices first.

Unexpected fact A friend in England looked at powers of & x 2 matrix:

(1 2 s [ 7 10 s [ 37 54 . [ A B
A_[?, 4} A _[15 22} 4 _[81 118} A _[C’ D

He noticed that the ratid%/3 and10/15 and54 /81 are all the same. This is true for all

powers. It doesn’t work for an x n matrix, unless4 is tridiagonal. One neat proof is

to look at the equa(l, 1) entries ofA” A and AA™. Can you use that idea to show that

B/C = 2/3in this example ?

1 2
The off-diagonal ratiq% in A= { 5 ] stays the same for all powers df*. Peter

4
Larcombe gave a proof by induction. Ira Gessel comparedlthie entries on the left
and right sides of the true equatiat A = AA™:

A B 1 2 1 2 A B
A"A = = .
o olls o]l i]le 5]
The(1,1) entries gived + 3B = A + 2C and therefore3/C = 2/3. This ratio stays
the same ford 1.

The same idea applies when the matfixs N by NV, provided it is tridiagonal (three
nonzero diagonals):

A B E 1 2
The(1,1) entryofA"A=| C D F 3 4 is still A + 3B.
G H 1 6

)
7
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Problem Set 4.4, page 234

1 Find the inverses ofl, B, C (directly or from the2 by 2 formula):

03 20 34
A:{4 O] and Bz[4 2} and C:{5 7].

1 1
Al_{o Z]andBl_{i O} andCl_{ 7 _4}

1 -1 1 ~-5 3
2 For these “permutation matrices” fifd~! by trial and error (with 1's and 0's) :
00 1 01 0
P=101 0 and P=1|00 1f.
10 0 10 0
0 0 1
A simple row exchange haB?> = I soP~! = P. HereP~! = [1 0 O]. Always
01 0

P~! =*“transpose” ofP, coming in Sectior?.7.
3 Solve for the first columitz, ) and second colum(t, z) of A= :

o sof o] = o] = [on ] [ 1]

[5] = [_g} and[z} = {_ﬂ soA~! = % {_g _ﬂ This question solved

AA~! = I column by column, the main idea of Gauss-Jordan elimination
4 Show that 3 2] is not invertible by trying to solvelA~! = I for column1 of A~ :

[1 2] {I] B {1] (ForadifferentA, could columnl of A1;
?

36|yl |0 be possible to find but not column

The equations are + 2y = 1 and3x + 6y = 0. No solution becausgtimes equation
1 gives3z + 6y = 3.

5 Find an upper trianguldy (not diagonal) with/? = I which givesU = U~ ".

1
0

6 (a) If Aisinvertible andAB = AC, prove quickly thatB = C.
(b) If A= [11], find two different matrices such thatB = AC.

() Multiply AB = AC by A~' to find B = C (sinceA is invertible) (b) As long
asB—Ohastheform{_i y],we haveAB = AC for A = {1 1}

An upper triangulaf/ with U2 = T'isU = { _(i] for anya. And also—U.

1 1
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7 (Important) If A has row 1+ row 2 = row 3, show that4 is not invertible :

(a) Explain whyAv = (1,0, 0) cannot have a solution.
(b) Which right sidegb1, b2, b3) might allow a solution todv = b?
(c) What happens to row 3 in elimination?
(@) InAz = (1,0,0), equation 1+ equation 2— equation 3 i9) = 1 (b) Right
sides must satisfy; + by = b3 (c) Row 3 becomes a row of zeros—no third pivot.
8 If A has column L column 2= column 3, show tha#l is not invertible :

(a) Find a nonzero solutionto Az = 0. The matrix is3 by 3.

(b) Elimination keeps column 4 column 2= column 3. Why is no third pivot ?
(a) The vectoer = (1,1, —1) solvesAxz = 0 (b) After elimination, columns 1
and 2 end in zeros. Then so does colina column1 + 2: no third pivot.

9 Supposeda is invertible and you exchange its first two rows to red¢h Is the new
matrix B invertible and how would you find3—! from A=1?

If you exchange rows and2 of A to reachB, you exchangeolumns1 and2 of A~}
to reachB~. In matrix notationB = PA hasB~! = A='P~! = A~' P for this P.

10 Find the inverses (in any legal way) of

00 02 32 00
00 30 43 00
A=1o4 00 2 B=150 65
50 00 00 76
0 0 0 1/5 3 -2 0 0
_ 0 0 1/4 0 _ —4 3 0 0l ..
1 1 _
A7 =1 13 0 o | adB™ = 0 o 6 _pg| (inverteach
1/2 0 0 0 0 0 -7 6
block of B).

11 (a) Find invertible matricegl andB such thatd + B is not invertible.
(b) Find singular matriced and B such thatd + B is invertible.

(a) If B = —Athen certainlyd+ B = zero matrix is notinvertible. (b4 = [(1) 8]
0 0
0 1
12 If the productC = AB is invertible(A and B are square), thed itself is invertible.

Find a formula forA—! that involvesC~! andB.

Multiply C = AB on the right byC—' and on the left byd~! to getA~! = BC~!.
13 If the productM = ABC of three square matrices is invertible, thBris invertible.

(So ared and(.) Find a formula forB~1 that involvesM ~! and A andC.

M~! = C~'B~tA~! so multiply on the left byC and the right byA : B~! =

CM~tA.

andB = { } are both singular butt + B = I is invertible.
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14

15

16

17

18

19

20

If you add row 1 ofA to row 2 to getB, how do you findB—! from A~1?

10
11

Notice the order. The inverse ofB = [ ] A is

-1
B~l=4"1 E ﬂ =A"! [_i ?] subtract column 2 ofi~! from column 1.

Prove that a matrix with a column of zeros cannot have an smver
If A has a column of zeros, so daBsl. ThenBA = I is impossible. Thereis nd—'.
Multiply [2 5] times[_¢ ~P]. What is the inverse of each matrixal # bc ?
a b d —b| _|ad—bc 0 The inverse of each matrix is
c d||-c a| 0 ad — bc|" the other divided byid — be
(a) What3 by 3 matrix £ has the same effect as these three steps? Subtract row 1
from row 2, subtract row 1 from row 3, then subtract row 2 fraw3.

(b) What single matrix. has the same effect as these three reverse steps? Add row 2
to row 3, add row 1 to row 3, then add row 1 to row 2.

1 1 1 1
Es2E31Foy = l 1 ] l 1 ] [—1 1 ] — [—1 1
-1 1] [1 1 1 0 -1 1

1
verse the order and changd to +1 to get inversesy;' E5;' E3,' = ll 1 ] =
1 11

= F. Re-

L = E—'. Notice thel’s unchanged by multiplying in this order.
If B is the inverse ofi?, show that4A B is the inverse ofd.
A?B = I can also be written ad(AB) = I. ThereforeA=! is AB.

(Recommended) is a4 by 4 matrix with 1's on the diagonal and-a, —b, —c on the
diagonal above. Find~! for this bidiagonal matrix.
-1

1 —a O 0 1 —a ab abc

A1 = 1 =6 O B 1 b be
1 —c 1 c

1 1

Find the numbers andb that give the inverse & « eye(4) — ones(4,4) :

-1

4 -1 -1 -1 a b b b
(5—ones] ! — -1 4 -1 -1 _|ba b
-1 -1 4 -1 bb oab
-1 -1 -1 4 bbb oa

What areq andb in the inverse ob x eye(5) — ones(5,5) ? In MATLAB, | = eye.
The(1,1) entry requireda — 3b = 1; the(1, 2) entry require®b —a = 0. Thenb = %
anda = % For the5 by 5 caseba — 4b = 1 and2b = a giveb = % anda = %.
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21 Sixteen2 by 2 matrices contain only 1's and 0’s. How many of them are inkta?
Six of the sixteer) — 1 matrices are invertible, including all four with three 1's.

Questions 22—-28 are about the Gauss-Jordan method for callating A—?*.

22 Changel into A~ as you reducel to I (by row operations):

1310 141 0

[A”_[2701] and [A”_[?,goJ
1310 [t 3 1 0o [1 o 7 -3]_ .
[2701]‘*{01—2 7o 1 -2 1| = AT
1410 [t 4 10] [t 0 -3 4/3]_ .
[3901]‘*[0 —3 -3 1}%[0 1 1—1/3]—[IA J-

23 Follow the 3 by 3 text example of Gauss-Jordan but with all plus signsAin
Eliminate above and below the pivots to redfige 7|to[I A~!]:

21 01 00

[AI]=]12 10 10

0120 01
2 1 0|1 00 2 10 100
[AI]_[121010]—>l0 3/21-1/210]—>
01 2/0 01 0 1 2 00 1

2 1 0 1 0 0 2 1 0 1 0 0
lo 3/2  1]-1/2 1 0] - [o 3/2  0]-3/4 3/2 —3/41 -
0 0 4/3| 1/3 —2/3 1 0 0 4/3| 1/3 —2/3 1

2 0 0] 3/2 -1 1/2 1 0 0| 3/4 —-1/2 1/4
[0 3/2 0| -3/4 3/2 —3/4] — lo 1 0] —1/2 1 —1/2] -
0 0 4/3| 1/3 -2/3 1 0 0 1| 1/4 —-1/2 3/4
I A7)
24 Use Gauss-Jordan elimination pii 7] to find the upper triangulay — :
1 a b 1 00
U '=1 01 c||@x =z x3|=[0 1 0
0 0 1 0 0 1
1 a b1 0 0 1 a 01 0 =0 1 0 01 —a ac—>b
lo 1 ¢ 01 O]alo 10 01 —c]alo 100 1 —c].
0 01 001 001 00 1 001 0 0 1
25 Find A~! andB~! (if they exist by eliminationon A I]and[B I]:
21 1 2 -1 -1
A=112 1 and B=|-1 2 -1
11 2 -1 -1 2
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2 1 1770 3 -1 -1 2 —1 —177[1 0
l1 2 1] :_[—1 3 —1];[—1 2 —1] H:[O
11 2 410 -1 3] -1 -1 21 0
not exist.

26 What three matrice€,; and F1, and D! reduced = {
matrix? Multiply D' E5 E5; to find A=1.

1 011 2] [1 2 1 —11[ 1 o 10
EﬂA—{—z 1] [2 6]_{0 2}E12E21A—{0 1] [—2 1}A—{0 2}'

so B~! does

1 2

2 6] to the identity

Multiply by D = {(1) 1/3] to reachDFE13E:1 A = I. ThenA™! = DE19Fy =
1 6 —2
21-2 1
27 Invert these matriced by the Gauss-Jordan method starting With 7]:
10 0 111
A=121 3 and A= |12 2
00 1 12 3

1 0 O 2 -1 0
Al = [—2 1 —3] (notice the pattern)d—! = l—l 2 —1].
0 0 1 0 —1 1

28 Exchange rows and continue with Gauss-Jordan toAind:
0 2 1 O}

[ I]_[2 2 0 1
0210_>2201_>20—11_>10—1/21/2
2 2 01 0 2 10 0 2 1 0 01 1/2 0 |
This is [I A1 ] : row exchanges are certainly allowed in Gauss-Jordan.

29 True or false (with a counterexample if false and a reasand)t

(a) A4 by4 matrix with a row of zeros is not invertible.
(b) Every matrix with 1's down the main diagonal is inverébl
(c) If Aisinvertible thend—! and A2 are invertible.
(&) True (If A has a row of zeros, then eveAB has too, andi B = I is impossible)

(b) False (the matrix of all ones is singular even with disgdrs: oneg(3) has 3 equal
rows) (c) True (the inverse of ~! is A and the inverse ofl? is (A71)?).

30 For which three numbetsis this matrix not invertible, and why not?
2 ¢ ¢
A=1|c ¢ ¢

8 7 ¢

This A is not invertible forc = 7 (equal columns)¢ = 2 (equal rows)¢ = 0 (zero
column).
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31 Prove thatd is invertible ifa # 0 anda # b (find the pivots ord—1):
a b b
A= {a a b} .
a a a

0-b
o . 1 @
Elimination produces the pivotsanda —banda —b. A~! = [—a a 0].

ala —b) 0—-a a

32 This matrix has a remarkable inverse. Fiad! by elimination onf A I]. Extendto a
5 by 5 “alternating matrix” and guess its inverse; then multipdyconfirm.

1 -1 1 -1 1
o 1 -1 1
InvertA = 00 1 —1 and solvedv = 1
0 O 0 1 1
1100
A7l = 8 (1) } (1) . When the triangulad alternates 1 ane-1 on its diagonal,
0 0 01

A~ is bidiagonalwith 1's on the diagonal and first superdiagonal.

33 (Puzzle) Could a4 by 4 matrix A be invertible if every row contains the numbers
0,1,2,3in some order? What if every row @& containd), 1,2, —3 in some order?

A can be invertible with diagonal zeroB. is singular because each row adds to zero.
34 Find and check the inverses (assuming they exist) of thesx Inhatrices :

cd len 7o)
[_CI ?] and{_DégAl Dol]and{_]'; é]
Problem Set 4.5, Page 245

Questions 1-9 are about transposed™ and symmetric matricesS = ST.
1 Find AT andA~! and(A~—1)T and(AT)~! for

1 0
A:{g 3] and also A:{

o =
[enlie)
[

e e[y =4 o 3]

1 & T 7171 O cl —1\T
L O] hasA* = AandA _C—Q{C ]_(A ).

A
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2 (@) Find2 by 2 symmetric matricesl and B so thatA B is not symmetric.

(b) With AT = A andB™ = B, show thatdB = BA ensures thai B will now
be symmetric. The product is symmetric only whémommutes withB.

0 1 1 0 . 0 0 0 1
(a)A:{1 O] B:{O O] g|veAB:{1 0 andBA:{0 O}'

(b) If AB = BAandA™ = A, BT = Bthen(AB)T = BTA"T = BA = AB. Thus
AB is symmetric whem and B commute.
3 (a) The matrix((AB)~')T comes from A~")T and(B~1)™. In what ordef?
(b) If U is upper triangular the(/ —1)T is triangular.
@ (AB)™H)T = (B71A™HT = (A-HT(B~HT. This is also(A™)~1(BT)1L.
(b) If U is upper triangular, so i§~*: then(U~1)" is lower triangular.
4 Show thatd? = 0 is possible bud™ A = 0 is not possible (unlesd = zero matrix).

A= {8 (1)] hasA? = 0. The diagonal ofA™ A has dot products of columns dfwith

themselves. 1fAT A = 0, zero dot products> zero columns= A = zero matrix.
5 Every square matrid has a symmetric part and an antisymmetric part:

. . . A+ AT A— AT
A = symmetric+ antisymmetric= 5 + > )

Transpose the antisymmetric part to gehusthat part. Split these in two parts:

14 8
A_Hg] A= 026].
00 3

Transposing, (4 — AT) givesi (AT — A): this part is antisymmetric.

7= sl

1 4 8 1 2 4 0 2 4
lo 2 61 = [2 2 3|+(-2 0 3] :
00 3 4 3 3 -4 -3 0
6 The transpose of a block matridd = [AB]is MT = . Test an example

to be sure. Under what conditions @n B, C, D is the block matrix symmetric?

BT DT
7 True or false:

AT CT
MT = [ };MT:MneedsAT:AandBT:CandDTzD.

(a) The block matrix § 4 | is automatically symmetric.

(b) If AandB are symmetric then their produdtB is symmetric.
(c) If Ais not symmetric theml—! is not symmetric.

(d) WhenA, B, C are symmetric, the transpose4BC is C BA.
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(a) False{g1 ‘(ﬂ is symmetric only ifA = AT. (b) False: The transpose dfB

0 AT
AT 0
So(AB)T = AB needsBA = AB. (c) True: Invertible symmetric matrices have

symmetric in verses! Easiest proof is to transpdse! = I. (d) True:(ABC)" is
CTBT AT (= CBA for symmetric matrices!, B, andC).

a) How many entries of can be chosen independentlySit= ST is 5 by 5?
y p Y. y

is BTAT = BA whenA andB are symmetric[g1 ‘é] transposes tc{

(b) How many entries can be chosenliis skew-symmetri2 (AT = —A).

Answers:15and10. If S = ST is 5 by 5, its 5 diagonal entries and 10 entries above
the diagonal are free to choose A = — A, the 5 diagonal entries of must be zero.

Transpose the equatiotr ! A = I. The result shows that the inversef is
If Sis symmetrichow does this show thatS—! is also symmetric?

A~'A = T transposes tAT(A~1)T = [. This shows that the inverse of?! is
(AT)=1 = (A=HYT. If S is symmetric 6T = S) then this statement becomes
St = (S~HT. ThereforeS—! is symmetric.

Questions 10-14 are about permutation matrices.

10

11

12

13

14

Why are theren! permutation matrices of size? They given ! orders ofl, ..., n.
Thel in row 1 hasn choices; then thé in row 2 hasn — 1 choices .. .4! overall).

If P, andP, are permutation matrices, soks P;. This still has the rows of in some
order. Give examples witk, P, # P, P, andPs Py = Py Ps.
0 1 03171 0 O 0 0 1 01 0
PP = |0 0 1[0 0 1] = |0 1 O but RP = |1 0 O0f.
1 0 0][0 1 O 1 00 0 0 1

If P; andP, exchangdifferentpairs of rows,P; P, = P4 P; does both exchanges.

There arel2 “everi permutations of(1, 2, 3, 4), with aneven number of exchanges
Two of them ard1, 2, 3, 4) with no exchanges and, 3, 2, 1) with two exchanges. List
the other ten. Instead of writing eadlpy 4 matrix, just order the numbers.

(3,1,2,4) and(2,3,1,4) keep4 in place;6 more evenP’s keep 1 or 2 or 3 in place;
(2,1,4,3)and(3,4,1,2) exchange 2 pairg1, 2, 3,4), (4, 3,2, 1) makel2 evenP’s.

If P hasl’s on the antidiagonal frorfil, n) to (n, 1), describePAP. Is P even?

The “reverse identity’P takes(1, ..., n) into (n,...,1). When rows and also columns
are reversed,PAP);; is (A)n—i+1,n—j+1. In particular(PAP)11 iS Ap,,.

(a) Find a3 by 3 permutation matrix withP? = I (but notP = I).
(b) Find a4 by 4 permutation withP* # I.

010
AcyclicP= |0 0 1] or its transpose will havé3 =T : (1,2,3) — (2,3,1) —

100
(3,1,2)—>(1,2,3).13_{

1 0

0 P} for the sameP hasP* = P # 1.
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Questions 15-18 are about first differenced and second differencesA™ 4 and AAT.

15 Write down the5 by 4 backward difference matrix.

16

17

18

(@) Compute the symmetric second difference matrites AT A andL = AAT.
(b) Show thatS is invertible by findingS—!. Show thatL is singular.

| 2 -1
K i -1 2 -1
-1 2 -1
0 0 -1 1 2 :
0 0 0 -1
1 -1
-1 2 -1
-1 2 -1
-1 1
L (5by5)issingularLz = 0forxz = (1,1,1,1,1).
4 3 2 1
isi i 113 6 4 2
Q-1 _ =
S (aby4)isinvertible:s™ = = |5 | ¢ 3
1 2 3 4

In Problem15, find the pivots ofS and L (4 by 4 and5 by 5). The pivots ofS in
equation (8) are, 3/2,4/3. The pivots ofL in equation (10) aré, 1, 1, 0 (falil).

The pivots ofS are2, 2,2, 2. Multiply those pivots to find determinant 5. This
explains 1/5inS—1.

The pivots ofL arel,1,1,1,0 (no pivot).

(Computer problem) Create thdyy 10 backward difference matrid. Multiply to find
S =ATAandL = AAT. If you have linear algebra software, ask for the deterntman
detS) and defL).

Challenge: By experiment find détS) whenS = AT A is n by n.

Correction The backward difference matrig will be 10 by 9 ThenS = AT A is
9 by 9 (the—1, 2, —1 matrix) with detS = 10. In general de§ = n when A is n by
n — 1.

L = AATis 10 by 10 (the-1,2 — —1 matrix exceptthal.;; = 1 andL,,,, = 1). Then
L is singular and det = 0.

(Infinite computer problem) Imagine that the second difieeematrixS is infinitely
large. The diagonals &fs and—1’s go from minus infinity to plus infinity:

-1 2 -1

Infinite tridiagonal matrix S = 1 9 1

(a) Multiply S times the infiniteall-onesvectorv = (..., 1,1,1,1,...)

) 3 ) 3 )
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(b) Multiply S times the infinitdinear vectorw = (...,0,1,2,3,...)
(c) Multiply S times the infinitesquaresrectoru = (...,0,1,4,9,...).
(d) Multiply S times the infinitecubesvectore = (...,0,1,8,27,...).

The answers correspond to second derivatives (with mimgug sf 1 andz? andz®.

S timesall-ones  gives the zero vector
S timeslinear w  gives the zero vector
S timessquaresu  gives—2 timesall-ones
S timescubese gives—6 timeslinear w

Those correspond i 0, —2, —6x = minus the second derivatives af =, 22, z3.

Questions 19-28 are about matrices witlQTQ = I. If Q is square, then it is an
orthogonal matrix and QT = Q' and QQT = I.

19 Complete these matrices to be orthogonal matrices:

1 1
~1
@ae=| " ] o Q—%l 2 ] © o=t|! !
2 1 -1
1 1 1 1
[ 12 V32 Y 111 -1 -1
Q_L/?m 1/2] Q—glg % _f =3 1 —1 —% 1

Note: You could complete t@ with different columns than these.
20 (a) Suppos€ is an orthogonal matrix. Why i@~ = QT also an orthogonal matrix ?

(b) FromQTQ = I, the columns ofQ are orthogonal unit vectors (orthonormal
vectors). Why are the rows @j (square matrix) also orthonormal vectors ?

(@) Q! is also orthogonal becaug® )T (Q1) = (QT)TQT = QT = 1.

(b) The rows ofQ are orthonormal vectors becaug€)™ = I. For square matrices,
QT is aright-inverse of) whenever it is a left-inverse @. So rows are orthonormal
when columns are orthonormal.

21 (a) Which vectors can be the first column of an orthogonalimatr

(b) If QTQ1 =T andQT Q. = I, isittrue that Q1 Q2)T(Q1Q2) = I ? Assume that
the matrix shapes allow the multiplicatioy, Q-.

(&) Any unit vector (length 1) can be the first column(af
(b) YES,(Q:1Q2)"(@Q1Q2) = Q3 (QTQ1)Q2 = Q3 Q2 = 1.
22 If w is a unit column vector (length, uTw = 1), show whyH = I — 2uuT is
(a) a symmetric matrix = HT (b) an orthogonal matrix HTH = 1I.

The Householder matri¥l = I — 2uu™ is symmetric (becauseu™ is symmetric)
and also orthogonal (becaugéw = 1):

HTH = (I - 2uuT)2 =TI —4uu” + 4uuTuu® = 1.
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23

24

25

26

27

28

If w = (cost,sind), what are the four entries il = I — 2uu™? Show that
Hu = —uw andHv = v for v = (—sinf,cosd). This H is areflection matrix :
thew-line is a mirror and the:-line is reflected across that mirror.

cosf . 1—2cos?f —2sinfcosh
H_I_2[Sin9} [cos®  sinf] = [—2sin9cost9 1 —2sin%0

| cos20 —sin26
T | —sin20 —cos?6 |

Hu=u - 2uuTu=—-u Hv=v—-2uuTv=v sinceuTv =0.

Suppose the matri® is orthogonal and also upper triangular. What ¢alook like ?
Must it be diagonal ?

If @ is orthogonal and upper triangular, its first column mustbe= (+1,0,...,0).
Then its second columgp, must start with 0 to have the orthogonalityg, = 0. Then
q, = (0,£1,0,...,0). Theng; must start with 0, O to have! g; = 0 andqi g; = 0
(and so onward). Thug is diagonal:Q = diag(+1,. . .,+1).
(a) To construct & by 3 orthogonal matrix whose first column is in the direction
w, what first columng,; = cw would you choose ?

(b) The nextcolumig, can be any unit vector perpendiculagta To findg,, choose
a solutionv = (vy, v, v3) to the two equationgTv = 0 andgi v = 0. Why is
there always a nonzero solutian?

(@) The first column of) will be ¢; = w/||w|| to have length 1.
(b) The next columny, hasqf g, = 0 and||q,|| = 1. Then there will be a vectar

orthogonal tog, andq, because;fv = 0 andqiv = 0 give 2 linear equations in 3
unknownsvy, va, v3.

Why is every solutiory to Av = 0 orthogonal to every row ofl ?
Writing out Av = 0 shows that every row is orthogonal#o

row 1 0

row n 0
Suppos&)TQ = I butQ is not square. The matriR = QQ" is notI. But show that
P is symmetric and?? = P. This is aprojection matrix .

If Q hasn orthogonal columns and < m, then them by m matrix P = QQ7 is not
1. (Some vectow in R™ will solve then equations)Tv = 0. ThenQQTv = 0 and
QQT # I.) But P is symmetric and?? = QQTQQT = QIQT = P. ThusPis a
projection matrix .

A 5 by 4 matrix @ can haveQ™Q = I but it cannot possibly hav&)QT = 1.
Explain in words why the four equatiof@”v = 0 must have a nonzero solutian
Thenw is not the same a@Q™v and! is not the same a@Q™.

The four equation§)™v = 0 have 5 unknowns, vy, v3, vy, vs. With only 4 rows,
QT cannot have more than 4 pivots. There must be a free colu®f iand anonzero
special solution t@)Tv = 0.

Challenge Problems
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29 Can you find a rotation matrig so thatQ DQT is a permutation ?
cosf —sind| |1 cosf sinf equals 0 1
sind  cosf —1]| | —sinf cosf q 1 0"

, s L [1 —1][1 1 [ 1 1] [o 1
o [0 3 ][]
30 Split an orthogonal matrikQTQ = QQ™ = I) into two rectangular submatrices:

_ r,_ [QTQ1 QTQ
Q=[Q:1]Q2] and Q Q—{Q’glf@l Qin]

(a) What are those four blocks @TQ =1 ?
) QT = Q1QT + Q2QY = I is column times row multiplication. Insert

the diagonal matrixD = {é _(}] and do the same multiplication fa? DQ™.

Note: The description of all symmetric orthogonal matric€sin (??) becomes
S =QDQT = Q:QT — Q2Q7. This is exactly the reflection matrik— 2Q,Q7T.

(@) The four blocks iQ™Q arel, 0,0, I because all the columns &, are orthogonal
to all the columns of),. (All together they are the columns of the orthogonal matrix

Q)

(b) Column times row multiplication gives

Qf
[Ql QQ} [QT] = Q] + Q205 =1I.
2

T T
Q" = |1 QD lg;] -[o @] l_g;] = QiQT - Q0%
=1-2Q-Q3.

Then@QDQT is both symmetric and orthogonal.

31 The real reason that the transpose “fligsacross its main diagonal” is to obey
this dot product law:(Av) - w = v - (ATw). That rule(Av)Tw = vT(ATw)
becomes integration by parts in calculuswhere A = d/dx and AT = —d/dx.

(a) For2 by 2 matrices, write out both sideg ferms) and compare::

a b||v wy | . (%1 a c||w
([¢ 2 [a])- [i] wemme 3] ([5 2] [12]).
(b) Therule(AB)™ = BT AT comes slowly but directly from part (a) :

(AB)v - w=A(Bv) - w=Bv - A"w=v - BY(ATw)=v - (BTAT)w

Steps1 and 4 are the law. Steps2 and 3 are the dot product law.
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32

The connection betweez)" y = = (A™y) and integration by parts is developed
in the Chaptef7 Notes. The idea is thal becomes the derivativé/dz and the dot
product becomes an integral :

(Af)Tg:/%g(I)dI:_/f(I);l—idx:fT(ATg).

That last step identified™g as—dg/dz. So the first derivativel = d/dx is like an
antisymmetric matrix. Our functiong and g are zero at the ends of the integration

interval, so the “by parts formula” above has zero from theotusual ternjf g]é.
In 31(b), stepsl and4 are theassociative lam( AB)v = A(Bv).

How is a matrixS = ST decided by its entries on and above the diagonal ?
How is @ with orthonormal columns decided by its entribslow the diagonal ?
Together this matches the number of entries imasy n matrix. So it is reasonable
that every matrix can be factored into= SQ (like re*?).

If S is symmetric, then the entries on and above the diagonaldelthe entries below
the diagonal. IfQ is orthogonal, here is how the entrigslow the diagonatiecide the
matrix. In columni, the top entryQ,; has to complete a unit vector (no choice except
a -+ sign). In columre, the two top entries are decided ky prthogonality to column

1 and @) unit vector. Every column, in order, has no free numberdlava on and
above the diagonal.

So there are a total ef? choices available : on and above the diagonad eihd below
the diagonal ofQ. This n? matches the number of equationsdn= SQ (linear
equations inS = AQT). “polar factorization” of a matrix is possible.



