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Problem Set 4.1, page 206

1 With A = I (the identity matrix) draw the planes in the row picture. Three sides of a
box meet at the solutionv = (x, y, z) = (2, 3, 4):

1x+ 0y + 0z = 2
0x+ 1y + 0z = 3
0x+ 0y + 1z = 4

or

[
1 0 0
0 1 0
0 0 1

][
x
y
z

]
=

[
2
3
4

]
.

Draw the four vectors in the column picture. Two times column1 plus three times
column2 plus four times column3 equals the right sideb.

The columns arei = (1, 0, 0) andj = (0, 1, 0) andk = (0, 0, 1) andb = (2, 3, 4) =
2i+ 3j + 4k.

2 If the equations in Problem 1 are multiplied by2, 3, 4 they becomeDV = B:

2x+ 0y + 0z = 4
0x+ 3y + 0z = 9
0x+ 0y + 4z = 16

or DV =

[
2 0 0
0 3 0
0 0 4

][
x
y
z

]
=

[
4
9
16

]
= B

Why is the row picture the same? Is the solutionV the same asv? What is changed in
the column picture—the columns or the right combination to giveB?

The planes are the same:2x = 4 is x = 2, 3y = 9 is y = 3, and4z = 16 is z = 4. The
solution is the same pointX = x. The columns are changed; but same combination.

3 If equation 1 is added to equation 2, which of these are changed: the planes in the row
picture, the vectors in the column picture, the coefficient matrix, the solution? The new
equations in Problem 1 would bex = 2, x+ y = 5, z = 4.

The solution is not changed! The second plane and row 2 of the matrix and all columns
of the matrix (vectors in the column picture) are changed.

4 Find a point withz = 2 on the intersection line of the planesx + y + 3z = 6 and
x− y + z = 4. Find the point withz = 0. Find a third point halfway between.

If z = 2 thenx+y = 0 andx−y = z give the point(1,−1, 2). If z = 0 thenx+y = 6
andx− y = 4 produce(5, 1, 0). Halfway between those is(3, 0, 1).

5 The first of these equations plus the second equals the third:

x + y + z = 2
x + 2y + z = 3
2x + 3y + 2z = 5.

The first two planes meet along a line. The third plane contains that line, because
if x, y, z satisfy the first two equations then they also . The equations have
infinitely many solutions (the whole lineL). Find three solutions onL.

If x, y, z satisfy the first two equations they also satisfy the third equation. The line
L of solutions containsv = (1, 1, 0) andw = (12 , 1,

1
2 ) andu = 1

2v + 1
2w and all

combinationscv + dw with c+ d = 1.
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6 Move the third plane in Problem 5 to a parallel plane2x+3y+2z = 9. Now the three
equations have no solution—why not? The first two planes meet along the lineL, but
the third plane doesn’t that line.

Equation1 + equation2− equation3 is now0 = −4. Line misses plane;no solution.
7 In Problem 5 the columns are(1, 1, 2) and(1, 2, 3) and(1, 1, 2). This is a “singular

case” because the third column is . Find two combinations of the columns that
giveb = (2, 3, 5). This is only possible forb = (4, 6, c) if c = .

Column3 = Column 1 makes the matrix singular. Solutions(x, y, z) = (1, 1, 0) or
(0, 1, 1) and you can add any multiple of(−1, 0, 1); b = (4, 6, c) needsc = 10 for
solvability (thenb lies in the plane of the columns).

8 Normally 4 “planes” in 4-dimensional space meet at a . Normally 4
vectors in 4-dimensional space can combine to produceb. What combination
of (1, 0, 0, 0), (1, 1, 0, 0), (1, 1, 1, 0), (1, 1, 1, 1) producesb = (3, 3, 3, 2)?

Four planes in 4-dimensional space normally meet at apoint. The solution toAx =
(3, 3, 3, 2) is x = (0, 0, 1, 2) if A has columns(1, 0, 0, 0), (1, 1, 0, 0), (1, 1, 1, 0),
(1, 1, 1, 1). The equations arex+ y + z + t = 3, y + z + t = 3, z + t = 3, t = 2.

Problems 9–14 are about multiplying matrices and vectors.

9 Compute eachAx by dot products of the rows with the column vector:

(a)

[
1 2 4

−2 3 1
−4 1 2

][
2
2
3

]
(b)




2 1 0 0
1 2 1 0
0 1 2 1
0 0 1 2







1
1
1
2




(a) Ax = (18, 5, 0) and (b) Ax = (3, 4, 5, 5).
10 Compute eachAx in Problem 9 as a combination of the columns:

9(a) becomes Ax = 2

[
1

−2
−4

]
+ 2

[
2
3
1

]
+ 3

[
4
1
2

]
=

[ ]
.

How many separate multiplications forAx, when the matrix is “3 by 3”?

Multiplying as linear combinations of the columns gives thesameAx. By rows or by
columns:9 separate multiplications for3 by 3.

11 Find the two components ofAx by rows or by columns:

[
2 3
5 1

] [
4
2

]
and

[
3 6
6 12

] [
2

−1

]
and

[
1 2 4
2 0 1

][ 3
1
1

]
.

Ax equals(14, 22) and(0, 0) and (9, 7).
12 Multiply A timesx to find three components ofAx:

[
0 0 1
0 1 0
1 0 0

][
x
y
z

]
and

[
2 1 3
1 2 3
3 3 6

][
1
1

−1

]
and

[
2 1
1 2
3 3

][
1
1

]
.

Ax equals(z, y, x) and(0, 0, 0) and (3, 3, 6).
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13 (a) A matrix withm rows andn columns multiplies a vector with components
to produce a vector with components.

(b) The planes from them equationsAx = b are in -dimensional space. The
combination of the columns ofA is in -dimensional space.

(a) x hasn components andAx hasm components (b) Planes from each equation
in Ax = b are inn-dimensional space, but the columns are inm-dimensional space.

14 Write 2x+ 3y + z + 5t = 8 as a matrixA (how many rows?) multiplying the column
vectorx = (x, y, z, t) to produceb. The solutionsx fill a plane or “hyperplane”
in 4-dimensional space.The plane is3-dimensional with no4D volume.

2x+3y+z+5t = 8 isAx = b with the1 by 4 matrixA = [ 2 3 1 5 ]. The solutions
x fill a 3D “plane” in 4 dimensions. It could be called ahyperplane.

Problems 15–22 ask for matrices that act in special ways on vectors.

15 (a) What is the2 by 2 identity matrix?I times
[ x
y

]
equals

[ x
y

]
.

(b) What is the2 by 2 exchange matrix?P times
[ x
y

]
equals

[
y
x

]
.

(a) I =

[
1 0
0 1

]
(b) P =

[
0 1
1 0

]

16 (a) What2 by 2 matrixR rotates every vector by90◦ ?R times
[ x
y

]
is
[ y
−x

]
.

(b) What2 by 2 matrixR2 rotates every vector by180◦ ?

90◦ rotation fromR =

[
0 1

−1 0

]
, 180◦ rotation fromR2 =

[
−1 0
0 −1

]
= −I.

17 Find the matrixP that multiplies(x, y, z) to give (y, z, x). Find the matrixQ that
multiplies(y, z, x) to bring back(x, y, z).

P =

[
0 1 0
0 0 1
1 0 0

]
produces(y, z, x) andQ =

[
0 0 1
1 0 0
0 1 0

]
recovers(x, y, z). Q is the

inverse ofP .
18 What2 by 2 matrixE subtracts the first component from the second component ? What

3 by 3 matrix does the same ?

E

[
3
5

]
=

[
3
2

]
and E

[
3
5
7

]
=

[
3
2
7

]
.

E =

[
1 0

−1 1

]
andE =

[
1 0 0

−1 1 0
0 0 1

]
subtract the first component from the second.

19 What 3 by 3 matrix E multiplies (x, y, z) to give (x, y, z + x) ? What matrixE−1

multiplies (x, y, z) to give (x, y, z − x) ? If you multiply (3, 4, 5) by E and then
multiply byE−1, the two results are( ) and( ).

E =

[
1 0 0
0 1 0
1 0 1

]
andE−1 =

[
1 0 0
0 1 0

−1 0 1

]
, Ev = (3, 4, 8) andE−1Ev recovers

(3, 4, 5).
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20 What 2 by 2 matrix P1 projects the vector(x, y) onto thex axis to produce(x, 0) ?
What matrixP2 projects onto they axis to produce(0, y) ? If you multiply(5, 7) byP1

and then multiply byP2, you get( ) and( ).

P1 =

[
1 0
0 0

]
projects onto thex-axis andP2 =

[
0 0
0 1

]
projects onto they-axis.

v =

[
5
7

]
hasP1v =

[
5
0

]
andP2P1v =

[
0
0

]
.

21 What 2 by 2 matrix R rotates every vector through45◦ ? The vector(1, 0) goes to
(
√
2/2,

√
2/2). The vector(0, 1) goes to(−

√
2/2,

√
2/2). Those determine the matrix.

Draw these particular vectors in thexy plane and findR.

R =
1

2

[√
2 −

√
2√

2
√
2

]
rotates all vectors by 45◦ . The columns ofR are the results from

rotating(1, 0) and(0, 1)!

22 Write the dot product of(1, 4, 5) and (x, y, z) as a matrix multiplicationAv. The
matrixA has one row. The solutions toAv = 0 lie on a perpendicular to the
vector . The columns ofA are only in -dimensional space.

The dot productAx = [ 1 4 5 ]

[
x
y
z

]
= (1 by 3)(3 by 1) is zero for points(x, y, z)

on a plane in three dimensions. The columns ofA are one-dimensional vectors.

23 In MATLAB notation, write the commands that define this matrixA and the column
vectorsv andb. What command would test whether or notAv = b ?

A =

[
1 2
3 4

]
v =

[
5

−2

]
b =

[
1
7

]

A = [ 1 2 ; 3 4 ] andx = [ 5 −2 ]
′ andb = [ 1 7 ]

′. r = b−A ∗x prints as zero.

24 If you multiply the4 by 4 all-ones matrixA = ones(4) and the columnv = ones(4,1),
what isA∗v ? (Computer not needed.) If you multiplyB = eye(4) + ones(4) times
w = zeros(4,1) + 2∗ones(4,1), what isB∗w ?

ones(4, 4) ∗ ones(4, 1) = [ 4 4 4 4 ]
′; B ∗w = [ 10 10 10 10 ]

′.

Questions 25–27 review the row and column pictures in 2, 3, and 4 dimensions.

25 Draw the row and column pictures for the equationsx− 2y = 0, x+ y = 6.

The row picture has two lines meeting at the solution (4, 2). The column picture will
have4(1, 1) + 2(−2, 1) = 4(column 1)+ 2(column 2)= right side(0, 6).

26 For two linear equations in three unknownsx, y, z, the row picture will show (2 or 3)
(lines or planes) in (2 or 3)-dimensional space. The column picture is in (2 or 3)-
dimensional space. The solutions normally lie on a .

The row picture shows2 planes in 3-dimensional space. The column picture is in
2-dimensional space. The solutions normally lie on aline.
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27 For four linear equations in two unknownsx andy, the row picture shows four .
The column picture is in -dimensional space. The equations have no solution
unless the vector on the right side is a combination of .

The row picture shows fourlines in the 2D plane. The column picture is infour-
dimensional space. No solution unless the right side is a combination ofthe two columns.

Challenge Problems

28 Invent a3 by 3 magic matrix M3 with entries1, 2, . . . , 9. All rows and columns
and diagonals add to 15. The first row could be8, 3, 4. What isM3 times(1, 1, 1) ?
What isM4 times(1, 1, 1, 1) if a 4 by 4 magic matrix has entries1, . . . , 16 ?

M =

[
8 3 4
1 5 9
6 7 2

]
=

[
5 + u 5− u+ v 5− v

5− u− v 5 5 + u+ v
5 + v 5 + u− v 5− u

]
; M3(1, 1, 1) = (15, 15, 15);

M4(1, 1, 1, 1) = (34, 34, 34, 34) because1 + 2 + · · ·+ 16 = 136 which is4(34).

29 Supposeu andv are the first two columns of a3 by 3 matrixA. Which third columns
w would make this matrix singular ? Describe a typical column picture ofAv = b in
that singular case, and a typical row picture (for a randomb).

A is singular when its third columnw is a combinationcu + dv of the first columns.
A typical column picture hasb outside the plane ofu, v, w. A typical row picture has
the intersection line of two planes parallel to the third plane.Then no solution.

30 Multiplying by A is a “linear transformation”. Those important words mean:

If w is a combination ofu andv, thenAw is the same combination ofAu andAv.

It is this “linearity” Aw = cAu+ dAv that gives us the namelinear algebra.

If u =

[
1
0

]
andv =

[
0
1

]
thenAu andAv are the columns ofA.

Combinew = cu+ dv. If w =

[
5
7

]
how isAw connected toAu andAv ?

w = (5, 7) is 5u+ 7v. ThenAw equals5 timesAu plus7 timesAv.

31 A 9 by 9 Sudoku matrix S has the numbers1, . . . , 9 in every row and column, and in
every3 by 3 block. For the all-ones vectorv = (1, . . . , 1), what isSv ?

A better question is:Which row exchanges will produce another Sudoku matrix?
Also, which exchanges of block rows give another Sudoku matrix ?

Section 4.5 will look at all possible permutations (reorderings) of the rows. I see
6 orders for the first3 rows, all giving Sudoku matrices. Also6 permutations of the
next3 rows, and of the last3 rows. And6 block permutations of the block rows ?

x = (1, . . . , 1) givesSx = sum of each row= 1+ · · ·+9 = 45 for Sudoku matrices.
6 row orders(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1) are in Section 2.7.
The same6 permutations ofblocksof rows produce Sudoku matrices, so64 = 1296
orders of the9 rows all stay Sudoku. (And also1296 permutations of the9 columns.)
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32 Suppose the second row ofA is some numberc times the first row :

A =

[
a b
ca cb

]
.

Then if a 6= 0, the second column ofA is what numberd times the first column ?
A square matrix with dependent rows will also have dependentcolumns. This is a
crucial fact coming soon.

The second column isd = b/a times the first column. So the columns are “dependent”
when the rows are “dependent”.

Problem Set 4.2, page 215

Problems 1–10 are about elimination on2 by 2 systems.

1 What multipleℓ21 of equation 1 should be subtracted from equation 2 ?

2x+ 3y = 1

10x+ 9y = 11.

After this step, solve the triangular system by back substitution,y beforex. Verify that
x times(2, 10) plusy times(3, 9) equals(1, 11). If the right side changes to(4, 44),
what is the new solution ?

Multiply by ℓ21 = 10
2 = 5 and subtract to find2x + 3y = 14 and−6y = 6. The

pivots to circle are 2 and−6. If the right hand side is multiplied by4, the solution is
multiplied by4.

2 If you find solutionsv andw to Av = b andAw = c, what is the solutionu to
Au = b + c? What is the solutionU to AU = 3b + 4c? (We saw superposition for
linear differential equations, it works in the same way for all linear equations.)

If Av = b andAw = c thenA(v +w) = b + c. The solution toAU = 3b + 4c is
U = 3v + 4w.

3 What multiple of equation 1 should besubtractedfrom equation 2 ?

2x− 4y = 6

−x+ 5y = 0.

After this elimination step, solve the triangular system. If the right side changes to
(−6, 0), what is the new solution ?

Subtract− 1
2 times equation 1 from equation 2. This leaves0x+ 3y = 3. Theny = 1

and the first equation becomes2x− 4 = 6 to givex = 5.
If the right side changes from(6, 0) to (−6, 0) the solution changes from(5, 1) to
(−5,−1).
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4 What multipleℓ of equation 1 should be subtracted from equation 2 to removecx?

ax+ by = f

cx+ dy = g.

The first pivot isa (assumed nonzero). Elimination produces what formula for the
second pivot ? The second pivot is missing whenad = bc: that is thesingular case.

Subtractℓ = c
a times equation 1. The new second pivot multiplyingy is d− (cb/a) or

(ad− bc)/a. Theny = (ag − cf)/(ad− bc).
5 Choose a right side which gives no solution and another rightside which gives

infinitely many solutions. What are two of those solutions ?

Singular system
3x+ 2y = 10

6x+ 4y =

6x + 4y is 2 times3x + 2y. There is no solution unless the right side is2 · 10 = 20.
Then all the points on the line3x+2y = 10 are solutions, including(0, 5) and(4,−1).
(The two lines in the row picture are the same line, containing all solutions).

6 Choose a coefficientb that makes this system singular. Then choose a right sideg that
makes it solvable. Find two solutions in that singular case.

2x+ by = 16

4x+ 8y = g.

Singular system ifb = 4, because4x+ 8y is 2 times2x+ 4y. Theng = 32 makes the
lines become thesame: infinitely many solutions like(8, 0) and(0, 4).

7 For whicha does elimination break down (1) permanently or (2) temporarily?

ax+ 3y = −3

4x+ 6y = 6.

Solve forx andy after fixing the temporary breakdown by a row exchange.

If a = 2 elimination must fail (two parallel lines in the row picture). The equations
have no solution. Witha = 0, elimination will stop for a row exchange. Then3y = −3
givesy = −1 and4x+ 6y = 6 givesx = 3.

8 For which three numbersk does elimination break down ? Which is fixed by a row
exchange ? In these three cases, is the number of solutions 0 or 1 or∞ ?

kx+ 3y = 6

3x+ ky = −6.

If k = 3 elimination must fail: no solution. Ifk = −3, elimination gives0 = 0 in
equation 2: infinitely many solutions. Ifk = 0 a row exchange is needed: one solution.

9 What test onb1 andb2 decides whether these two equations allow a solution ? How
many solutions will they have ? Draw the column picture forb = (1, 2) and(1, 0).

3x− 2y = b1

6x− 4y = b2.

On the left side,6x− 4y is 2 times(3x− 2y). Therefore we needb2 = 2b1 on the right
side. Then there will be infinitely many solutions (two parallel lines become one single
line).
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10 In thexy plane, draw the linesx+ y = 5 andx+2y = 6 and the equationy =
that comes from elimination. The line5x−4y = c will go through the solution of these
equations ifc = .

The equationy = 1 comes from elimination (subtractx + y = 5 from x + 2y = 6).
Thenx = 4 and5x− 4y = c = 16.

11 (Recommended) A system of linear equations can’t have exactly two solutions. If(x, y)
and(X,Y ) are two solutions toAv = b, what is another solution ?

If v = (x, y) and alsoV = (X,Y ) solve the systemAv = b, then another solution
is 1

2v + 1
2V . (All combinationsu = cv + (1 − c)V will be solutions sinceAu =

cAv + (1− c)AV = cb+ (1− c)b = b.)

Problems 12–20 study elimination on3 by 3 systems (and possible failure).

12 Reduce this system to upper triangular form by two row operations:

2x+3y + z = 8
Eliminate x → 4x+7y + 5z = 20
Eliminate y → −2y + 2z = 0.

Circle the pivots. Solve by back substitution forz, y, x.

Elimination leads to an upper triangular system; then comesback substitution.
2x + 3y + z = 8

y + 3z = 4

8z = 8

gives
x = 2

y = 1 If a zero is at the start of row 2 or 3,
z = 1 that avoids a row operation.

13 Apply elimination (circle the pivots) and back substitution to solve

2x− 3y = 3

4x− 5y + z = 7

2x− y − 3z = 5.

List the three row operations : Subtract times row from row .

2x − 3y = 3

4x − 5y + z = 7

2x − y − 3z = 5

gives

2x − 3y = 3

y + z = 1

2y + 3z = 2

and
2x − 3y = 3

y + z = 1

− 5z = 0

and
x = 3

y = 1

z = 0
Subtract 2× row 1 from row 2, subtract 1× row 1 from row 3, subtract 2× row 2
from row 3

14 Which numberd forces a row exchange? What is the triangular system (not singular)
for thatd? Whichd makes this system singular (no third pivot) ?

2x+ 5y + z = 0

4x+ dy + z = 2

y − z = 3.

Subtract2 times row 1 from row 2 to reach(d−10)y−z = 2. Equation (3) isy−z = 3.
If d = 10 exchange rows 2 and 3. Ifd = 11 the system becomes singular.
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15 Which numberb leads later to a row exchange? Whichb leads to a singular problem
that row exchanges cannot fix ? In that singular case find a nonzero solutionx, y, z.

x+ by = 0

x− 2y − z = 0

y + z = 0.

The second pivot position will contain−2 − b. If b = −2 we exchange with row 3. If
b = −1 (singular case) the second equation is−y − z = 0. A solution is(1, 1,−1).

16 (a) Construct a3 by 3 system that needs two row exchanges to reach a triangular
form.

(b) Construct a3 by 3 system that needs a row exchange for pivot2, but breaks down
for pivot 3.

(a)
Example of
2 exchanges

0x + 0y + 2z = 4

x + 2y + 2z = 5

0x + 3y + 4z = 6

(exchange 1 and 2, then 2 and 3)

(b)

Exchange
but then
break down

0x + 3y + 4z = 4

x + 2y + 2z = 5

0x + 3y + 4z = 6

(rows 1 and 3 are not consistent)
17 If rows 1 and 2 are the same, how far can you get with elimination (allowing row

exchange)? If columns 1 and 2 are the same, which pivot is missing ?

Equal 2x− y + z = 0 2x+ 2y + z = 0 Equal
rows 2x− y + z = 0 4x+ 4y + z = 0 columns

4x+ y + z = 2 6x+ 6y + z = 2.

If row 1 = row 2, then row 2 is zero after the first step; exchange the zerorow with row
3 and there is nothird pivot. If column2 = column 1, then column2 has no pivot.

18 Construct a3 by 3 example that has9 different coefficients on the left side, but rows
2 and 3 become zero in elimination. How many solutions to yoursystem withb =
(1, 10, 100) and how many withb = (0, 0, 0)?

Examplex + 2y + 3z = 0, 4x + 8y + 12z = 0, 5x + 10y + 15z = 0 has 9 different
coefficients but rows 2 and 3 become0 = 0: infinitely many solutions.

19 Which numberq makes this system singular and which right sidet gives it infinitely
many solutions ? Find the solution that hasz = 1.

x+ 4y − 2z = 1

x+ 7y − 6z = 6

3y + qz = t.

Row 2 becomes3y − 4z = 5, then row 3 becomes(q + 4)z = t − 5. If q = −4 the
system is singular—no third pivot. Then ift = 5 the third equation is0 = 0. Choosing
z = 1 the equation3y − 4z = 5 givesy = 3 and equation 1 givesx = −9.

20 Three planes can fail to have an intersection point,even if no planes are parallel.
The system is singular if row3 is a combination of the first two rows. Find a third
equation that can’t be solved together withx+ y + z = 0 andx− 2y − z = 1.

Singular if row 3 is a combination of rows 1 and 2. From the end view, the three planes
form a triangle. This happens if rows1+2=row 3 on the left side but not the right side:
x+y+z=0, x−2y−z=1, 2x−y=1. No parallel planes but still no solution.



108 Chapter 4. Linear Equations and Inverse Matrices

21 Find the pivots and the solution for both systems (Av = b andSw = b) :

2x+ y = 0 2x− y = 0

x+ 2y + z = 0 −x+ 2y − z = 0

y + 2z + t = 0 − y + 2z − t = 0

z + 2t = 5 − z + 2t = 5.

(a) Pivots2, 3
2
, 4
3
, 5
4

in the equations2x+y = 0, 3
2
y+z = 0, 4

3
z+ t = 0, 5

4
t = 5 after

elimination. Back substitution givest = 4, z = −3, y = 2, x = −1.

(b) If the off-diagonal entries change from+1 to −1, the pivots are the same. The
solution is(1, 2, 3, 4) instead of(−1, 2,−3, 4).

22 If you extend Problem 21 following the1, 2, 1 pattern or the−1, 2,−1 pattern,
what is the fifth pivot ? What is thenth pivot ?S is my favorite matrix.

The fifth pivot is 6

5
for both matrices (1’s or−1’s off the diagonal). Thenth pivot is

n+1

n
.

23 If elimination leads tox+ y = 1 and2y = 3, find three possible original problems.

If ordinary elimination leads tox + y = 1 and2y = 3, the original second equation
could be2y+ ℓ(x+ y) = 3+ ℓ for anyℓ. Thenℓ will be the multiplier to reach2y = 3.

24 For which two numbersa will elimination fail onA =

[
a 2
a a

]
?

Elimination fails on

[
a 2
a a

]
if a = 2 or a = 0.

25 For which three numbersa will elimination fail to give three pivots ?

A =

[
a 2 3
a a 4
a a a

]
is singular for three values ofa.

a = 2 (equal columns),a = 4 (equal rows),a = 0 (zero column).

26 Look for a matrix that has row sums 4 and 8, and column sums2 ands :

Matrix =

[
a b
c d

]
a+ b = 4
c+ d = 8

a+ c = 2
b+ d = s

The four equations are solvable only ifs = . Then find two different matrices
that have the correct row and column sums.Extra credit: Write down the4 by4 system
Av = (4, 8, 2, s) with v = (a, b, c, d) and makeA triangular by elimination.

Solvable fors = 10 (add the two pairs of equations to geta+b+c+d on the left sides,
12 and2 + s on the right sides). The four equations fora, b, c, d aresingular! Two

solutions are

[
1 3
1 7

]
and

[
0 4
2 6

]
, A =



1 1 0 0
1 0 1 0
0 0 1 1
0 1 0 1


 andU =



1 1 0 0
0 −1 1 0
0 0 1 1
0 0 0 0


.
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27 Elimination in the usual order gives what matrixU and what solution(x, y, z) to
this “lower triangular” system ? We are really solving byforward substitution:

3x = 3
6x+ 2y = 8
9x− 2y + z = 9.

Elimination leaves the diagonal matrix diag(3, 2, 1) in 3x = 3, 2y = 2, z = 4. Then
x = 1, y = 1, z = 4.

28 Create aMATLAB commandA(2, : ) = . . . for the new row2, to subtract3 times
row 1 from the existing row 2 if the matrixA is already known.

A(2, :) = A(2, :)− 3 ∗A(1, :) subtracts3 times row1 from row2.

29 If the last corner entry ofA is A(5, 5) = 11 and the last pivot ofA is
U(5, 5) = 4, what different entryA(5, 5) would have madeA singular ?

A change up or down inA(5, 5) produces the same change inU(5, 5). If A(5, 5) = 11
gaveU(5, 5) = 4, then subtract4: A(5, 5) = 7 will give U(5, 5) = 0 and a singular
matrix—zero in the last pivot positionU(5, 5).

Challenge Problems

30 Suppose elimination takesA to U without row exchanges. Then rowi of U is a com-
bination of which rows ofA? If Av = 0, isUv = 0? If Av = b, isUv = b?

Row j of U is a combination of rows1, . . . , j of A. If Ax = 0 thenUx = 0 (not true
if b replaces0). U is the diagonal ofA whenA is lower triangular.

31 Start with100 equationsAv = 0 for 100 unknownsv = (v1, . . . , v100). Suppose
elimination reduces the100th equation to0 = 0, so the system is “singular”.

(a) Elimination takes linear combinations of the rows. So this singular system has the
singular property : Some linear combination of the100 rows is .

(b) Singular systemsAv = 0 have infinitely many solutions. This means that some
linear combination of the100 columns is .

(c) Invent a100 by 100 singular matrix with no zero entries.

(d) For your matrix, describe in words the row picture and thecolumn picture of
Av = 0. Not necessary to draw100-dimensional space.

The question deals with 100 equationsAx = 0 whenA is singular.
(a) Some linear combination of the 100 rows isthe row of 100 zeros.

(b) Some linear combination of the 100columns is the column of zeros.

(c) A very singular matrix has all ones:A = eye(100). A better example has 99
random rows (or the numbers1i, . . . , 100i in those rows). The 100th row could
be the sum of the first 99 rows (or any other combination of those rows with no
zeros).

(d) The row picture has 100 planesmeeting along a common line through0. The
column picture has 100 vectors all in the same 99-dimensional hyperplane.
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Problem Set 4.3, page 223

Problems 1–16 are about the laws of matrix multiplication .

1 A is 3 by 5, B is 5 by 3, C is 5 by 1, andD is 3 by 1. All entries are1. Which of these
matrix operations are allowed, and what are the results ?

BA AB ABD DBA A(B + C).

If all entries ofA,B,C,D are1, thenBA = 3 ones(5) is 5 by 5; AB = 5 ones(3) is
3 by 3; ABD = 15 ones(3, 1) is 3 by 1. DBA andA(B + C) are not defined.

2 What rows or columns or matrices do you multiply to find

(a) the third column ofAB ?

(b) the first row ofAB ?

(c) the entry in row 3, column 4 ofAB ?

(d) the entry in row 1, column 1 ofCDE ?

(a) A (column 3 ofB) (b) (Row 1 ofA) B (c) (Row 3 ofA)(column 4 ofB)
(d) (Row 1 ofC)D(column 1 ofE).

3 AddAB to AC and compare withA(B + C) :

A =

[
1 5
2 3

]
and B =

[
0 2
0 1

]
and C =

[
3 1
0 0

]
.

AB +AC is the same asA(B + C) =

[
3 8
6 9

]
. (Distributive law).

4 In Problem 3, multiplyA timesBC. Then multiplyAB timesC.

A(BC) = (AB)C by theassociative law. In this example both answers are

[
0 0
0 0

]

from column1 of AB and row2 of C (multiply columns times rows).

5 ComputeA2 andA3. Make a prediction forA5 andAn :

A =

[
1 b
0 1

]
and A =

[
2 2
0 0

]
.

(a) A2 =

[
1 2b
0 1

]
andAn =

[
1 nb
0 1

]
. (b) A2 =

[
4 4
0 0

]
andAn =

[
2n 2n

0 0

]
.

6 Show that(A+B)2 is different fromA2 + 2AB +B2, when

A =

[
1 2
0 0

]
and B =

[
1 0
3 0

]
.

Write down the correct rule for(A+B)(A +B) = A2 + +B2.

(A+B)2 =

[
10 4
6 6

]
= A2 +AB +BA+B2. ButA2 + 2AB +B2 =

[
16 2
3 0

]
.
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7 True or false. Give a specific example when false :

(a) If columns 1 and 3 ofB are the same, so are columns 1 and 3 ofAB.

(b) If rows 1 and 3 ofB are the same, so are rows 1 and 3 ofAB.

(c) If rows 1 and 3 ofA are the same, so are rows 1 and 3 ofABC.

(d) (AB)2 = A2B2.

(a) True (b) False (c) True (d) False: usually(AB)2 6= A2B2.

8 How is each row ofDA andEA related to the rows ofA, when

D =

[
3 0
0 5

]
and E =

[
0 1
0 1

]
and A =

[
a b
c d

]
?

How is each column ofAD andAE related to the columns ofA?

The rows ofDA are3 (row1 of A) and5 (row2 of A). Both rows ofEA are row2 of A.
The columns ofAD are3 (column1 of A) and5 (column2 of A). The first column of
AE is zero, the second is column1 of A + column2 of A.

9 Row 1 ofA is added to row 2. This givesEA below. Then column 1 ofEA is added
to column 2 to produce(EA)F . NoticeE andF in boldface.

EA =

[
1 0
1 1

] [
a b
c d

]
=

[
a b

a+ c b+ d

]

(EA)F = (EA)

[
1 1
0 1

]
=

[
a a+ b

a+ c a+ c+ b+ d

]
.

Do those steps in the opposite order, first multiplyAF and thenE(AF ). Compare
with (EA)F . What law is obeyed by matrix multiplication ?

AF =

[
a a+ b

c c+ d

]
andE(AF ) equals(EA)F because matrix multiplication is

associative.

10 Row 1 ofA is added to row 2 to produceEA. ThenF adds row 2 ofEA to row 1.
Now F is on the left, for row operations. The result isF (EA) :

F (EA) =

[
1 1
0 1

] [
a b

a+ c b+ d

]
=

[
2a+ c 2b+ d
a+ c b+ d

]
.

Do those steps in the opposite order : first add row2 to row 1 by FA, then add row 1
of FA to row 2. What law is or is not obeyed by matrix multiplication?

FA =

[
a+ c b+ d

c d

]
and thenE(FA) =

[
a+ c b+ d

a+ 2c b+ 2d

]
. E(FA) is not the

same asF (EA) because multiplication is not commutative.

11 (3 by 3 matrices) Choose the onlyB so that for every matrixA

(a) BA = 4A
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(b) BA = 4B (tricky)

(c) BA has rows 1 and 3 ofA reversed and row 2 unchanged

(d) All rows ofBA are the same as row 1 ofA.

(a) B = 4I (b) B = 0 (c) B =

[
0 0 1
0 1 0
1 0 0

]
(d) Every row ofB is 1, 0, 0.

12 SupposeAB = BA andAC = CA for these two particular matricesB andC :

A =

[
a b
c d

]
commutes with B =

[
1 0
0 0

]
and C =

[
0 1
0 0

]
.

Prove thata = d andb = c = 0. ThenA is a multiple ofI. The only matrices that
commute withB andC and all other2 by 2 matrices areA = multiple ofI.

AB =

[
a 0

c 0

]
= BA =

[
a b

0 0

]
givesb = c = 0. ThenAC = CA givesa = d.

The only matrices that commute withB andC (and all other matrices) are multiples of
I: A = aI.

13 Which of the following matrices are guaranteed to equal(A − B)2 : A2 − B2,
(B −A)2, A2 − 2AB +B2, A(A −B)−B(A−B), A2 −AB −BA+B2 ?

(A − B)2 = (B − A)2 = A(A − B) − B(A − B) = A2 − AB − BA + B2. In a
typical case (whenAB 6= BA) the matrixA2− 2AB+B2 is different from(A−B)2.

14 True or false :

(a) If A2 is defined thenA is necessarily square.

(b) If AB andBA are defined thenA andB are square.

(c) If AB andBA are defined thenAB andBA are square.

(d) If AB = B thenA = I.

(a) True (A2 is only defined whenA is square) (b) False (ifA is m by n andB
is n by m, thenAB is m by m andBA is n by n). (c) True (d) False (take
B = 0).

15 If A ism by n, how many separate multiplications are involved when

(a) A multiplies a vectorx with n components?

(b) A multiplies ann by p matrixB ?

(c) A multiplies itself to produceA2 ? Herem = n andA is square.

(a) mn (use every entry ofA) (b) mnp = p×part (a) (c)n3 (n2 dot products).

16 ForA =
[
2 −1
3 −2

]
andB =

[
1 0 4
1 0 6

]
, compute these answersand nothing more:

(a) column 2 ofAB (b) row 2 ofAB (c) row 2 ofA2

(d) row 2 ofA3.

(a) Use only column 2 ofB (b) Use only row 2 ofA (c)–(d) Use row 2 of firstA.
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Problems 17–19 useaij for the entry in row i, column j of A.

17 Write down the3 by 3 matrixA whose entries are

(a) aij = minimum ofi andj (b) aij = (−1)i+j (c) aij = i/j.

A =




1 1 1

1 2 2

1 2 3


 hasaij = min(i, j). A =




1 −1 1

−1 1 −1

1 −1 1


 hasaij = (−1)i+j =

“alternating sign matrix”.A =




1/1 1/2 1/3

2/1 2/2 2/3

3/1 3/2 3/3


 hasaij = i/j (this will be an ex-

ample of arank one matrix).
18 What words would you use to describe each of these classes of matrices ? Give a

3 by 3 example in each class. Which matrix belongs to all four classes ?

(a) aij = 0 if i 6= j (b) aij = 0 if i < j (c) aij = aji

(d) aij = a1j .

Diagonal matrix, lower triangular, symmetric, all rows equal. Zero matrix fits all four.
19 The entries ofA areaij . Assuming that zeros don’t appear, what is

(a) the first pivot ?

(b) the multiplierℓ31 of row 1 to be subtracted from row3?

(c) the new entry that replacesa32 after that subtraction ?

(d) the second pivot ?

(a) a11 (b) ℓ31 = a31/a11 (c) a32 − (a31

a11
)a12 (d) a22 − (a21

a11
)a12.

Problems 20–24 involve powers ofA.

20 ComputeA2, A3, A4 and alsoAv, A2v, A3v, A4v for

A =




0 2 0 0
0 0 2 0
0 0 0 2
0 0 0 0


 and v =




x
y
z
t


 .

A2 =




0 0 4 0

0 0 0 4

0 0 0 0

0 0 0 0


 , A3 =




0 0 0 8

0 0 0 0

0 0 0 0

0 0 0 0


 , A4 = zero matrix forstrictly triangularA.

ThenAv = A




x

y

z

t


 =




2y

2z

2t

0


 , A2v =




4z

4t

0

0


 , A3v =




8t

0

0

0


 , A4v = 0.
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21 Find all the powersA2, A3, . . . andAB, (AB)2, . . . for

A =

[
.5 .5
.5 .5

]
and B =

[
1 0
0 −1

]
.

A = A2 = A3 = · · · =
[

.5 .5

.5 .5

]
butAB =

[
.5 −.5

.5 −.5

]
and(AB)2 = zero matrix!

22 By trial and error find real nonzero2 by 2 matrices such that

A2 = −I BC = 0 DE = −ED (not allowingDE = 0).

A =

[
0 1

−1 0

]
hasA2 = −I; BC =

[
1 −1
1 −1

] [
1 1
1 1

]
=

[
0 0
0 0

]
;

DE =

[
0 1
1 0

] [
0 1

−1 0

]
=

[
−1 0
0 1

]
= −ED. You can find more examples.

23 (a) Find a nonzero matrixA for whichA2 = 0.

(b) Find a matrix that hasA2 6= 0 butA3 = 0.

A =

[
0 1

0 0

]
hasA2 = 0. Note: Any matrixA = column times row= uvT will

haveA2 = uvTuvT = 0 if vTu = 0. A =




0 1 0

0 0 1

0 0 0


 hasA2 =




0 0 1

0 0 0

0 0 0




butA3 = 0; strictly triangular as in Problem 20.

24 By experiment withn = 2 andn = 3 predictAn for these matrices :

A1 =

[
2 1
0 1

]
and A2 =

[
1 1
1 1

]
and A3 =

[
a b
0 0

]
.

(A1)
n =

[
2n 2n − 1
0 1

]
, (A2)

n = 2n−1

[
1 1
1 1

]
, (A3)

n =

[
an an−1b
0 0

]
.

Problems 25–31 use column-row multiplication and block multiplication.

25 Multiply A timesI using columns ofA (3 by 3) times rows ofI.


a b c
d e f
g h i





1 0 0
0 1 0
0 0 1


=



a
d
g



[1 0 0]

+



d
e
h



[0 1 0]

+



c
f
i



[0 0 1]

.

26 Multiply AB using columns times rows :

AB =

[
1 0
2 4
2 1

][
3 3 0
1 2 1

]
=

[
1
2
2

]
[
3 3 0

]
+ = .
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Columns ofA
times rows ofB

[
1
2
2

]
[3 3 0]+

[
0
4
1

]
[1 2 1] =

[
3 3 0
6 6 0
6 6 0

]
+

[
0 0 0
4 8 4
1 2 1

]
=

[
3 3 0

10 14 4
7 8 1

]
= AB.

27 Show that the product of two upper triangular matrices is always upper triangular :

AB =

[
x x x
0 x x
0 0 x

][
x x x
0 x x
0 0 x

]
=

[
x
0
0 0 x

]
.

Proof using dot products(Row-times-column) (Row 2 ofA) · (column1 of B)= 0.
Which other dot products give zeros ?

Proof using full matrices(Column-times-row) Drawx’s and 0’s in (column2 of A)
times (row2 of B). Also show (column3 of A) times (row3 of B).

(a) (row 3 ofA) · (column 1 ofB) and (row 3 ofA) · (column 2 ofB) are both zero.

(b)

[
x
x
0

]
[
0 x x

]
=

[
0 x x
0 x x
0 0 0

]
and

[
x
x
x

]
[
0 0 x

]
=

[
0 0 x
0 0 x
0 0 x

]
: both upper.

28 If A is 2 by 3 with rows1, 1, 1 and2, 2, 2, andB is 3 by 4 with columns1, 1, 1 and2,
2, 2 and3, 3, 3 and4, 4, 4, use each of the four multiplication rules to findAB :

(1) Rows ofA times columns ofB. Inner products (each entry inAB)

(2) MatrixA times columns ofB. Columns ofAB

(3) Rows ofA times the matrixB. Rows ofAB

(4) Columns ofA times rows ofB. Outer products (3 matrices add toAB)

AB =

[
1 1 1

2 2 2

]



1 2 3 4

1 2 3 4

1 2 3 4


 =

[
3 6 9 12

6 12 18 24

]
.

(1) Two rows ofA times four columns ofB = eight numbers

(2) A times the first column ofB gives

[
3

6

]
. The later columns are multiplied by

2, 3, and 4.

(3) The first row ofA is multiplied byB to give 3, 6, 9, 12. The second row ofA is
doubled so the second row ofAB is doubled.

(4) Column times row multiplication gives three matrices (in this case they are all the
same!)[

1

2

]
[ 1 2 3 4 ] =

[
1 2 3 4

2 4 6 8

]
times 3 givesAB.
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29 Which matricesE21 andE31 produce zeros in the(2, 1) and(3, 1) positions ofE21A
andE31A?

A =

[
2 1 0

−2 0 1
8 5 3

]
.

Find the single matrixE = E31E21 that produces both zeros at once. MultiplyEA.

E21 =

[
1 0 0
1 1 0
0 0 1

]
andE31 =

[
1 0 0
0 1 0

−4 0 1

]
produce zeros in the2, 1 and3, 1 entries.

Multiply E’s to getE = E31E21 =

[
1 0 0
1 1 0

−4 0 1

]
. ThenEA =

[
2 1 0
0 1 1
0 1 3

]
is the

result of bothE’s since(E31E21)A = E31(E21A).

30 Block multiplication produces zeros below the pivot in one big step :

EA =

[
1 0

−c/a I

] [
a b
c D

]
=

[
a b
0 D − cb/a

]
with vectors0, b, c.

In Problem 29, what arec andD and what is the blockD − cb/a?

In 29, c =

[
−2
8

]
, D =

[
0 1
5 3

]
, D − cb/a =

[
1 1
1 3

]
in the lower corner ofEA.

31 With i2 = −1, the product of(A+ iB) and(x+ iy) isAx+ iBx+ iAy −By. Use
blocks to separate the real part withouti from the imaginary part that multipliesi :

[
A −B
? ?

] [
x
y

]
=

[
Ax−By

?

]
real part
imaginary part

[
A −B
B A

] [
x
y

]
=

[
Ax−By
Bx+Ay

]
real part
imaginary part.

Complex matrix times complex vector
needs4 real times real multiplications.

32 (Very important) Suppose you solveAv = b for three special right sidesb :

Av1 =

[
1
0
0

]
and Av2 =

[
0
1
0

]
and Av3 =

[
0
0
1

]
.

If the three solutionsv1, v2, v3 are the columns of a matrixX , what isA timesX ?

A timesX = [x1 x2 x3 ] will be the identity matrixI = [Ax1 Ax2 Ax3 ].

33 If the three solutions in Question 32 arev1 = (1, 1, 1) and v2 = (0, 1, 1) and
v3 = (0, 0, 1), solveAv = b whenb = (3, 5, 8). Challenge problem : What isA?

b =

[
3
5
8

]
givesx = 3x1 + 5x2 + 8x3 =

[
3
8

16

]
; A =

[
1 0 0

−1 1 0
0 −1 1

]
will have

thosex1 = (1, 1, 1),x2 = (0, 1, 1),x3 = (0, 0, 1) as columns of its “inverse”A−1.
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34 Practical question SupposeA is m by n, B is n by p, andC is p by q. Then
the multiplication count for(AB)C is mnp + mpq. The same answer comes from
A timesBC, now with mnq + npq separate multiplications. Noticenpq for BC.

(a) If A is 2 by 4, B is 4 by 7, andC is 7 by 10, do you prefer(AB)C orA(BC) ?

(b) With N -component vectors, would you choose(uTv)wT oruT(vwT) ?

(c) Divide bymnpq to show that(AB)C is faster whenn−1 + q−1 < m−1 + p−1.

Multiplying AB = (m by n)(n by p) needsmnp multiplications. Then(AB)C needs
mpq more. MultiplyBC = (n by p)(p by q) needsnpq and thenA(BC) needsmnq.

(a) If m,n, p, q are2, 4, 7, 10 we compare(2)(4)(7) + (2)(7)(10) = 196 with the
larger number(2)(4)(10) + (4)(7)(10) = 360. SoAB first is better, so that we
multiply that7 by 10 matrix by as few rows as possible.

(b) If u,v,w areN by 1, then(uTv)wT needs2N multiplications butuT(vwT)
needsN2 to findvwT andN2 more to multiply by the row vectoruT. Apologies
to use the transpose symbol so early.

(c) We are comparingmnp + mpq with mnq + npq. Divide all terms bymnpq:
Now we are comparingq−1 + n−1 with p−1 + m−1. This yields a simple im-
portant rule. If matricesA andB are multiplyingv for ABv, don’t multiply the
matrices first.

35 Unexpected fact A friend in England looked at powers of a2 × 2 matrix :

A =

[
1 2
3 4

]
A2 =

[
7 10
15 22

]
A3 =

[
37 54
81 118

]
A4 =

[
A B
C D

]

He noticed that the ratios2/3 and10/15 and54/81 are all the same. This is true for all
powers. It doesn’t work for ann× n matrix, unlessA is tridiagonal. One neat proof is
to look at the equal(1, 1) entries ofAnA andAAn. Can you use that idea to show that
B/C = 2/3 in this example ?

The off-diagonal ratio23 in A =

[
1 2

3 4

]
stays the same for all powers ofAn. Peter

Larcombe gave a proof by induction. Ira Gessel compared the(1, 1) entries on the left
and right sides of the true equationAnA = AAn:

AnA =

[
A B

C D

] [
1 2

3 4

]
=

[
1 2

3 4

] [
A B

C D

]
.

The(1, 1) entries giveA+ 3B = A + 2C and thereforeB/C = 2/3. This ratio stays
the same forA−1.

The same idea applies when the matrixA is N by N , provided it is tridiagonal (three
nonzero diagonals):

The(1, 1) entry ofAnA =




A B E

C D F

G H I







1 2

3 4 5

6 7


 is still A+ 3B.
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Problem Set 4.4, page 234

1 Find the inverses ofA,B,C (directly or from the2 by 2 formula) :

A =

[
0 3

4 0

]
and B =

[
2 0

4 2

]
and C =

[
3 4

5 7

]
.

A−1 =

[
0 1

4
1
3 0

]
and B−1 =

[
1
2 0

−1 1
2

]
and C−1 =

[
7 −4

−5 3

]
.

2 For these “permutation matrices” findP−1 by trial and error (with 1’s and 0’s) :

P =



0 0 1

0 1 0

1 0 0


 and P =



0 1 0

0 0 1

1 0 0


 .

A simple row exchange hasP 2 = I soP−1 = P . HereP−1 =

[
0 0 1
1 0 0
0 1 0

]
. Always

P−1 = “transpose” ofP , coming in Section2.7.

3 Solve for the first column(x, y) and second column(t, z) of A−1 :

[
10 20

20 50

] [
x

y

]
=

[
1

0

]
and

[
10 20

20 50

] [
t

z

]
=

[
0

1

]
.

[
x
y

]
=

[
.5

−.2

]
and

[
t
z

]
=

[
−.2
.1

]
soA−1 =

1

10

[
5 −2

−2 1

]
. This question solved

AA−1 = I column by column, the main idea of Gauss-Jordan elimination.

4 Show that
[
1 2
3 6

]
is not invertible by trying to solveAA−1 = I for column1 of A−1 :

[
1 2

3 6

] [
x

y

]
=

[
1

0

] (
For a differentA, could column1 of A−1

be possible to find but not column 2?

)

The equations arex+ 2y = 1 and3x+ 6y = 0. No solution because3 times equation
1 gives3x+ 6y = 3.

5 Find an upper triangularU (not diagonal) withU2 = I which givesU = U−1.

An upper triangularU with U2 = I isU =

[
1 a
0 −1

]
for anya. And also−U .

6 (a) If A is invertible andAB = AC, prove quickly thatB = C.

(b) If A =
[
1 1
1 1

]
, find two different matrices such thatAB = AC.

(a) Multiply AB = AC by A−1 to findB = C (sinceA is invertible) (b) As long

asB − C has the form

[
x y

−x −y

]
, we haveAB = AC for A =

[
1 1
1 1

]
.



4.4. Inverse Matrices 119

7 (Important) IfA has row 1+ row 2= row 3, show thatA is not invertible :

(a) Explain whyAv = (1, 0, 0) cannot have a solution.

(b) Which right sides(b1, b2, b3) might allow a solution toAv = b?

(c) What happens to row 3 in elimination?

(a) InAx = (1, 0, 0), equation 1+ equation 2− equation 3 is0 = 1 (b) Right
sides must satisfyb1+ b2 = b3 (c) Row 3 becomes a row of zeros—no third pivot.

8 If A has column 1+ column 2= column 3, show thatA is not invertible :

(a) Find a nonzero solutionx toAx = 0. The matrix is3 by 3.

(b) Elimination keeps column 1+ column 2= column 3. Why is no third pivot ?

(a) The vectorx = (1, 1,−1) solvesAx = 0 (b) After elimination, columns 1
and 2 end in zeros. Then so does column3 = column1 + 2: no third pivot.

9 SupposeA is invertible and you exchange its first two rows to reachB. Is the new
matrixB invertible and how would you findB−1 fromA−1?

If you exchange rows1 and2 of A to reachB, you exchangecolumns1 and2 of A−1

to reachB−1. In matrix notation,B = PA hasB−1 = A−1P−1 = A−1P for thisP .

10 Find the inverses (in any legal way) of

A =




0 0 0 2

0 0 3 0

0 4 0 0

5 0 0 0


 and B =




3 2 0 0

4 3 0 0

0 0 6 5

0 0 7 6


 .

A−1 =




0 0 0 1/5
0 0 1/4 0
0 1/3 0 0
1/2 0 0 0


 andB−1 =




3 −2 0 0
−4 3 0 0
0 0 6 −5
0 0 −7 6


 (invert each

block ofB).

11 (a) Find invertible matricesA andB such thatA+B is not invertible.

(b) Find singular matricesA andB such thatA+B is invertible.

(a) If B = −A then certainlyA+B = zero matrix is not invertible. (b)A =

[
1 0
0 0

]

andB =

[
0 0
0 1

]
are both singular butA+B = I is invertible.

12 If the productC = AB is invertible(A andB are square), thenA itself is invertible.
Find a formula forA−1 that involvesC−1 andB.

Multiply C = AB on the right byC−1 and on the left byA−1 to getA−1 = BC−1.

13 If the productM = ABC of three square matrices is invertible, thenB is invertible.
(So areA andC.) Find a formula forB−1 that involvesM−1 andA andC.

M−1 = C−1B−1A−1 so multiply on the left byC and the right byA : B−1 =
CM−1A.
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14 If you add row 1 ofA to row 2 to getB, how do you findB−1 fromA−1?

Notice the order. The inverse ofB =

[
1 0

1 1

]
A is .

B−1 = A−1

[
1 0
1 1

]−1

= A−1

[
1 0

−1 1

]
: subtract column 2 ofA−1 from column 1.

15 Prove that a matrix with a column of zeros cannot have an inverse.

If A has a column of zeros, so doesBA. ThenBA = I is impossible. There is noA−1.

16 Multiply
[
a b
c d

]
times

[
d −b

−c a

]
. What is the inverse of each matrix ifad 6= bc ?

[
a b
c d

] [
d −b

−c a

]
=

[
ad− bc 0

0 ad− bc

]
.

The inverse of each matrix is
the other divided byad− bc

17 (a) What3 by 3 matrix E has the same effect as these three steps? Subtract row 1
from row 2, subtract row 1 from row 3, then subtract row 2 from row 3.

(b) What single matrixL has the same effect as these three reverse steps? Add row 2
to row 3, add row 1 to row 3, then add row 1 to row 2.

E32E31E21 =

[
1

1
−1 1

] [
1

1
1 1

][
1

−1 1
1

]
=

[
1

−1 1
0 −1 1

]
= E. Re-

verse the order and change−1 to +1 to get inversesE−1
21 E−1

31 E−1
32 =

[
1
1 1
1 1 1

]
=

L = E−1. Notice the1’s unchanged by multiplying in this order.
18 If B is the inverse ofA2, show thatAB is the inverse ofA.

A2B = I can also be written asA(AB) = I. ThereforeA−1 isAB.
19 (Recommended)A is a4 by 4 matrix with 1’s on the diagonal and−a,−b,−c on the

diagonal above. FindA−1 for this bidiagonal matrix.

A−1 =




1 −a 0 0

1 −b 0

1 −c

1




−1

=




1 −a ab abc

1 b bc

1 c

1


.

20 Find the numbersa andb that give the inverse of5 ∗ eye(4) – ones(4,4) :

[ 5I−ones ]−1
=




4 − 1 −1 − 1

−1 4 −1 − 1

−1 − 1 4 − 1

−1 − 1 −1 4




−1

=




a b b b

b a b b

b b a b

b b b a


 .

What area andb in the inverse of6 ∗ eye(5) – ones(5,5) ? In MATLAB, I = eye.

The(1, 1) entry requires4a− 3b = 1; the(1, 2) entry requires2b−a = 0. Thenb = 1

5

anda = 2

5
. For the5 by 5 case5a− 4b = 1 and2b = a give b = 1

6
anda = 2

6
.
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21 Sixteen2 by 2 matrices contain only 1’s and 0’s. How many of them are invertible?

Six of the sixteen0− 1 matrices are invertible, including all four with three 1’s.

Questions 22–28 are about the Gauss-Jordan method for calculating A−1.

22 ChangeI intoA−1 as you reduceA to I (by row operations) :

[
A I

]
=

[
1 3 1 0

2 7 0 1

]
and

[
A I

]
=

[
1 4 1 0

3 9 0 1

]

[
1 3 1 0
2 7 0 1

]
→
[
1 3 1 0
0 1 −2 1

]
→
[
1 0 7 −3
0 1 −2 1

]
=
[
I A−1

]
;

[
1 4 1 0
3 9 0 1

]
→
[
1 4 1 0
0 −3 −3 1

]
→
[
1 0 −3 4/3
0 1 1 −1/3

]
=
[
I A−1

]
.

23 Follow the 3 by 3 text example of Gauss-Jordan but with all plus signs inA.
Eliminate above and below the pivots to reduce[A I ] to [ I A−1 ] :

[
A I

]
=



2 1 0 1 0 0

1 2 1 0 1 0

0 1 2 0 0 1


 .

[A I] =

[
2 1 0 1 0 0
1 2 1 0 1 0
0 1 2 0 0 1

]
→
[
2 1 0 1 0 0
0 3/2 1 −1/2 1 0
0 1 2 0 0 1

]
→

[
2 1 0 1 0 0
0 3/2 1 −1/2 1 0
0 0 4/3 1/3 −2/3 1

]
→
[
2 1 0 1 0 0
0 3/2 0 −3/4 3/2 −3/4
0 0 4/3 1/3 −2/3 1

]
→

[
2 0 0 3/2 −1 1/2
0 3/2 0 −3/4 3/2 −3/4
0 0 4/3 1/3 −2/3 1

]
→
[
1 0 0 3/4 −1/2 1/4
0 1 0 −1/2 1 −1/2
0 0 1 1/4 −1/2 3/4

]
=

[I A−1].
24 Use Gauss-Jordan elimination on[U I ] to find the upper triangularU−1 :

UU−1 = I



1 a b

0 1 c

0 0 1




x1 x2 x3


 =



1 0 0

0 1 0

0 0 1


 .

[
1 a b 1 0 0
0 1 c 0 1 0
0 0 1 0 0 1

]
→
[
1 a 0 1 0 −b
0 1 0 0 1 −c
0 0 1 0 0 1

]
→
[
1 0 0 1 −a ac− b
0 1 0 0 1 −c
0 0 1 0 0 1

]
.

25 FindA−1 andB−1 (if they exist) by elimination on[A I ] and[B I ] :

A =



2 1 1

1 2 1

1 1 2


 and B =




2 − 1 −1

−1 2 −1

−1 − 1 2


 .
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[
2 1 1
1 2 1
1 1 2

]−1
=

1

4

[
3 −1 −1

−1 3 −1
−1 −1 3

]
;

[
2 −1 −1

−1 2 −1
−1 −1 2

] [
1
1
1

]
=

[
0
0
0

]
soB−1 does

not exist.

26 What three matricesE21 and E12 and D−1 reduceA =

[
1 2
2 6

]
to the identity

matrix? MultiplyD−1E12E21 to findA−1.

E21A=

[
1 0

−2 1

] [
1 2
2 6

]
=

[
1 2
0 2

]
. E12E21A=

[
1 −1
0 1

] [
1 0

−2 1

]
A =

[
1 0
0 2

]
.

Multiply by D =

[
1 0
0 1/2

]
to reachDE12E21A = I. ThenA−1 = DE12E21 =

1

2

[
6 −2

−2 1

]
.

27 Invert these matricesA by the Gauss-Jordan method starting with[A I ] :

A =



1 0 0

2 1 3

0 0 1


 and A =



1 1 1

1 2 2

1 2 3


 .

A−1 =

[
1 0 0

−2 1 −3
0 0 1

]
(notice the pattern);A−1 =

[
2 −1 0

−1 2 −1
0 −1 1

]
.

28 Exchange rows and continue with Gauss-Jordan to findA−1 :

[
A I

]
=

[
0 2 1 0

2 2 0 1

]
.

[
0 2 1 0
2 2 0 1

]
→
[
2 2 0 1
0 2 1 0

]
→
[
2 0 −1 1
0 2 1 0

]
→
[
1 0 −1/2 1/2
0 1 1/2 0

]
.

This is
[
I A−1

]
: row exchanges are certainly allowed in Gauss-Jordan.

29 True or false (with a counterexample if false and a reason if true) :

(a) A 4 by 4 matrix with a row of zeros is not invertible.
(b) Every matrix with 1’s down the main diagonal is invertible.
(c) If A is invertible thenA−1 andA2 are invertible.

(a) True (IfA has a row of zeros, then everyAB has too, andAB = I is impossible)
(b) False (the matrix of all ones is singular even with diagonal 1’s: ones(3) has 3 equal
rows) (c) True (the inverse ofA−1 isA and the inverse ofA2 is (A−1)2).

30 For which three numbersc is this matrix not invertible, and why not?

A =



2 c c

c c c

8 7 c


 .

This A is not invertible forc = 7 (equal columns),c = 2 (equal rows),c = 0 (zero
column).
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31 Prove thatA is invertible ifa 6= 0 anda 6= b (find the pivots orA−1) :

A =



a b b

a a b

a a a


 .

Elimination produces the pivotsa anda−b anda−b. A−1 =
1

a(a− b)

[
a 0 −b

−a a 0
0 −a a

]
.

32 This matrix has a remarkable inverse. FindA−1 by elimination on[A I ]. Extend to a
5 by 5 “alternating matrix” and guess its inverse; then multiply to confirm.

InvertA =




1 − 1 1 − 1

0 1 −1 1

0 0 1 − 1

0 0 0 1


 and solveAv =




1

1

1

1


 .

A−1 =



1 1 0 0
0 1 1 0
0 0 1 1
0 0 0 1


. When the triangularA alternates 1 and−1 on its diagonal,

A−1 is bidiagonalwith 1’s on the diagonal and first superdiagonal.
33 (Puzzle) Could a4 by 4 matrix A be invertible if every row contains the numbers

0, 1, 2, 3 in some order? What if every row ofB contains0, 1, 2,−3 in some order?

A can be invertible with diagonal zeros.B is singular because each row adds to zero.
34 Find and check the inverses (assuming they exist) of these block matrices :

[
I 0

C I

] [
A 0

C D

] [
0 I

I D

]
.

[
I 0

−C I

]
and

[
A−1 0

−D−1CA−1 D−1

]
and

[
−D I

I 0

]
.

Problem Set 4.5, Page 245

Questions 1–9 are about transposesAT and symmetric matricesS = ST.

1 FindAT andA−1 and(A−1)T and(AT)−1 for

A =

[
1 0
9 3

]
and also A =

[
1 c
c 0

]
.

A =

[
1 0
9 3

]
hasAT =

[
1 9
0 3

]
, A−1 =

[
1 0

−3 1/3

]
, (A−1)T = (AT)−1 =

[
1 −3
0 1/3

]
;

A =

[
1 c
c 0

]
hasAT = A andA−1 =

1

c2

[
0 c
c −1

]
= (A−1)T.
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2 (a) Find2 by 2 symmetric matricesA andB so thatAB is not symmetric.

(b) With AT = A andBT = B, show thatAB = BA ensures thatAB will now
be symmetric. The product is symmetric only whenA commutes withB.

(a) A =

[
0 1
1 0

]
B =

[
1 0
0 0

]
giveAB =

[
0 0
1 0

]
andBA =

[
0 1
0 0

]
.

(b) If AB = BA andAT = A,BT = B then(AB)T = BTAT = BA = AB. Thus
AB is symmetric whenA andB commute.

3 (a) The matrix((AB)−1)T comes from(A−1)T and(B−1)T. In what order?

(b) If U is upper triangular then(U−1)T is triangular.

(a) ((AB)−1)T = (B−1A−1)T = (A−1)T(B−1)T. This is also(AT)−1(BT)−1.
(b) If U is upper triangular, so isU−1: then(U−1)T is lower triangular.

4 Show thatA2 = 0 is possible butATA = 0 is not possible (unlessA = zero matrix).

A =

[
0 1
0 0

]
hasA2 = 0. The diagonal ofATA has dot products of columns ofA with

themselves. IfATA = 0, zero dot products⇒ zero columns⇒ A = zero matrix.

5 Every square matrixA has a symmetric part and an antisymmetric part :

A = symmetric+ antisymmetric=

(
A+AT

2

)
+

(
A−AT

2

)
.

Transpose the antisymmetric part to getminusthat part. Split these in two parts :

A =

[
3 5
7 9

]
A =

[
1 4 8
0 2 6
0 0 3

]
.

Transposing12 (A−AT) gives 1
2 (A

T −A): this part is antisymmetric.[
3 5
7 9

]
=

[
3 6
6 9

]
+

[
0 −1
1 0

]

[
1 4 8
0 2 6
0 0 3

]
=

[
1 2 4
2 2 3
4 3 3

]
+

[
0 2 4

−2 0 3
−4 −3 0

]
.

6 The transpose of a block matrixM =
[
A B
C D

]
is MT = . Test an example

to be sure. Under what conditions onA, B, C, D is the block matrix symmetric?

MT =

[
AT CT

BT DT

]
; MT = M needsAT = A andBT = C andDT = D.

7 True or false:

(a) The block matrix
[
0 A
A 0

]
is automatically symmetric.

(b) If A andB are symmetric then their productAB is symmetric.

(c) If A is not symmetric thenA−1 is not symmetric.

(d) WhenA,B,C are symmetric, the transpose ofABC isCBA.



4.5. Symmetric Matrices and Orthogonal Matrices 125

(a) False:

[
0 A
A 0

]
is symmetric only ifA = AT. (b) False: The transpose ofAB

is BTAT = BA whenA andB are symmetric

[
0 A
A 0

]
transposes to

[
0 AT

AT 0

]
.

So(AB)T = AB needsBA = AB. (c) True: Invertible symmetric matrices have
symmetric in verses! Easiest proof is to transposeAA−1 = I. (d) True:(ABC)T is
CTBTAT(= CBA for symmetric matricesA,B, andC).

8 (a) How many entries ofS can be chosen independently, ifS = ST is 5 by 5?

(b) How many entries can be chosen ifA is skew-symmetric? (AT = −A).

Answers:15 and10. If S = ST is 5 by 5, its 5 diagonal entries and 10 entries above
the diagonal are free to choose. IfAT = −A, the 5 diagonal entries ofA must be zero.

9 Transpose the equationA−1A = I. The result shows that the inverse ofAT is .
If S is symmetric,how does this show thatS−1 is also symmetric?

A−1A = I transposes toAT(A−1)T = I. This shows that the inverse ofAT is
(AT)−1 = (A−1)T. If S is symmetric (ST = S) then this statement becomes
S−1 = (S−1)T. ThereforeS−1 is symmetric.

Questions 10–14 are about permutation matrices.

10 Why are theren! permutation matrices of sizen ? They given ! orders of1, . . . , n.

The1 in row 1 hasn choices; then the1 in row 2 hasn− 1 choices . . . (n! overall).

11 If P1 andP2 are permutation matrices, so isP1P2. This still has the rows ofI in some
order. Give examples withP1P2 6= P2P1 andP3P4 = P4P3.

P1P2 =

[
0 1 0
0 0 1
1 0 0

][
1 0 0
0 0 1
0 1 0

]
=

[
0 0 1
0 1 0
1 0 0

]
but P2P1 =

[
0 1 0
1 0 0
0 0 1

]
.

If P3 andP4 exchangedifferentpairs of rows,P3P4 = P4P3 does both exchanges.

12 There are12 “even” permutations of(1, 2, 3, 4), with an even number of exchanges.
Two of them are(1, 2, 3, 4) with no exchanges and(4, 3, 2, 1) with two exchanges. List
the other ten. Instead of writing each4 by 4 matrix, just order the numbers.

(3, 1, 2, 4) and(2, 3, 1, 4) keep4 in place;6 more evenP ’s keep 1 or 2 or 3 in place;
(2, 1, 4, 3) and(3, 4, 1, 2) exchange 2 pairs.(1, 2, 3, 4), (4, 3, 2, 1) make12 evenP ’s.

13 If P has1’s on the antidiagonal from(1, n) to (n, 1), describePAP . IsP even ?

The “reverse identity”P takes(1, . . . , n) into (n, . . . , 1). When rows and also columns
are reversed,(PAP )ij is (A)n−i+1,n−j+1. In particular(PAP )11 isAnn.

14 (a) Find a3 by 3 permutation matrix withP 3 = I (but notP = I).

(b) Find a4 by 4 permutation withP 4 6= I.

A cyclic P =

[
0 1 0
0 0 1
1 0 0

]
or its transpose will haveP 3 = I : (1, 2, 3) → (2, 3, 1) →

(3, 1, 2) → (1, 2, 3). P̂ =

[
1 0
0 P

]
for the sameP hasP̂ 4 = P̂ 6= I.
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Questions 15–18 are about first differencesA and second differencesATA andAAT.

15 Write down the5 by 4 backward difference matrixA.

(a) Compute the symmetric second difference matricesS = ATA andL = AAT.

(b) Show thatS is invertible by findingS−1. Show thatL is singular.

A =




1
−1 1
0 −1 1
0 0 −1 1
0 0 0 −1


 S = ATA =




2 −1
−1 2 −1

−1 2 −1
−1 2




L = AAT =




1 −1
−1 2 −1

−1 2 −1
−1 2 −1

−1 1


.

L (5 by 5) is singular:Lx = 0 for x = (1, 1, 1, 1, 1).

S (4 by 4) is invertible:S−1 =
1

5



4 3 2 1
3 6 4 2
2 4 6 3
1 2 3 4




16 In Problem15, find the pivots ofS andL (4 by 4 and5 by 5). The pivots ofS in
equation (8) are2, 3/2, 4/3. The pivots ofL in equation (10) are1, 1, 1, 0 (fail).

The pivots ofS are2, 32 ,
4
3 ,

5
4 . Multiply those pivots to find determinant= 5. This

explains 1/5 inS−1.

The pivots ofL are1, 1, 1, 1, 0 (no pivot).

17 (Computer problem) Create the9 by 10 backward difference matrixA. Multiply to find
S = ATA andL = AAT. If you have linear algebra software, ask for the determinants
det(S) and det(L).

Challenge: By experiment find det(S) whenS = ATA is n by n.

Correction The backward difference matrixA will be 10 by 9. ThenS = ATA is
9 by 9 (the−1, 2,−1 matrix) with detS = 10. In general detS = n whenA is n by
n− 1.
L = AAT is 10 by 10 (the−1, 2−−1 matrix except thatL11 = 1 andLnn = 1). Then
L is singular and detL = 0.

18 (Infinite computer problem) Imagine that the second difference matrixS is infinitely
large. The diagonals of2’s and−1’s go from minus infinity to plus infinity:

Infinite tridiagonal matrix S =




· ·
−1 2 −1

−1 2 −1
· ·




(a) Multiply S times the infiniteall-onesvectorv = (. . . , 1, 1, 1, 1, . . .)
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(b) Multiply S times the infinitelinear vectorw = (. . . , 0, 1, 2, 3, . . .)

(c) Multiply S times the infinitesquaresvectoru = (. . . , 0, 1, 4, 9, . . .).

(d) Multiply S times the infinitecubesvectorc = (. . . , 0, 1, 8, 27, . . .).

The answers correspond to second derivatives (with minus sign) of1 andx2 andx3.

S timesall-ones gives the zero vector
S timeslinear w gives the zero vector
S timessquaresu gives−2 timesall-ones
S timescubesc gives−6 timeslinear w

Those correspond to0, 0,−2,−6x = minus the second derivatives of1, x, x2, x3.

Questions 19–28 are about matrices withQTQ = I. If Q is square, then it is an
orthogonal matrix and QT = Q−1 and QQT = I.

19 Complete these matrices to be orthogonal matrices :

(a) Q =

[
1/2

1/2

]
(b) Q = 1

3

[ −1
2
2

]
(c) Q = 1

2




1 1
1 1
1 −1
1 −1


 .

Q =

[
1/2 −

√
3/2√

3/2 1/2

]
Q =

1

3

[−1 2 2
2 −1 2
2 2 −1

]
Q =

1

2



1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1


.

Note: You could complete toQ with different columns than these.

20 (a) SupposeQ is an orthogonal matrix. Why isQ−1 = QT also an orthogonalmatrix ?

(b) FromQTQ = I, the columns ofQ are orthogonal unit vectors (orthonormal
vectors). Why are the rows ofQ (square matrix) also orthonormal vectors ?

(a) Q−1 is also orthogonal because(Q−1)T(Q−1) = (QT)TQT = QQT = I.

(b) The rows ofQ are orthonormal vectors becauseQQT = I. For square matrices,
QT is a right-inverse ofQ whenever it is a left-inverse ofQ. So rows are orthonormal
when columns are orthonormal.

21 (a) Which vectors can be the first column of an orthogonal matrix ?

(b) If QT
1 Q1 = I andQT

2 Q2 = I, is it true that(Q1Q2)
T(Q1Q2) = I ? Assume that

the matrix shapes allow the multiplicationQ1Q2.

(a) Any unit vector (length 1) can be the first column ofQ.

(b) YES,(Q1Q2)
T(Q1Q2) = QT

2 (Q
T
1 Q1)Q2 = QT

2 Q2 = I.

22 If u is a unit column vector (length1, uTu = 1), show whyH = I − 2uuT is

(a) a symmetric matrix :H = HT (b) an orthogonal matrix :HTH = I.

The Householder matrixH = I − 2uuT is symmetric (becauseuuT is symmetric)
and also orthogonal (becauseuTu = 1) :

HTH = (I − 2uuT)2 = I − 4uuT + 4uuTuuT = I.



128 Chapter 4. Linear Equations and Inverse Matrices

23 If u = (cosθ, sinθ), what are the four entries inH = I − 2uuT? Show that
Hu = −u andHv = v for v = (−sinθ, cosθ). This H is a reflection matrix :
thev-line is a mirror and theu-line is reflected across that mirror.

H = I − 2

[
cos θ
sin θ

]
[cos θ sinθ ] =

[
1− 2 cos2 θ −2 sin θ cos θ

−2 sin θ cos θ 1− 2 sin2 θ

]

H =

[
cos 2θ − sin 2θ

− sin 2θ − cos2 θ

]
.

Hu = u− 2uuTu = −u Hv = v − 2uuTv = v sinceuTv = 0.

24 Suppose the matrixQ is orthogonal and also upper triangular. What canQ look like ?
Must it be diagonal ?

If Q is orthogonal and upper triangular, its first column must beq1 = (±1, 0, . . . , 0).
Then its second columnq2 must start with 0 to have the orthogonalityqT

1 q2 = 0. Then
q2 = (0,±1, 0, . . . , 0). Thenq3 must start with 0, 0 to haveqT

1 q3 = 0 andqT
2 q3 = 0

(and so onward). ThusQ is diagonal:Q = diag(±1, . . .,±1).

25 (a) To construct a3 by 3 orthogonal matrixQ whose first column is in the direction
w, what first columnq1 = cw would you choose ?

(b) The next columnq2 can be any unit vector perpendicular toq1. To findq3, choose
a solutionv = (v1, v2, v3) to the two equationsqT

1 v = 0 andqT
2 v = 0. Why is

there always a nonzero solutionv ?

(a) The first column ofQ will be q1 = w/||w|| to have length 1.

(b) The next columnq2 hasqT
1 q2 = 0 and||q2|| = 1. Then there will be a vectorv

orthogonal toq1 andq2 becauseqT
1 v = 0 andqT

2 v = 0 give 2 linear equations in 3
unknownsv1, v2, v3.

26 Why is every solutionv to Av = 0 orthogonal to every row ofA ?

Writing outAv = 0 shows that every row is orthogonal tov:[
row 1
· · ·

row n

][
v

]
=

[
0
· · ·
0

]
.

27 SupposeQTQ = I butQ is not square. The matrixP = QQT is notI. But show that
P is symmetric andP 2 = P . This is aprojection matrix .

If Q hasn orthogonal columns andn < m, then them by m matrixP = QQT is not
I. (Some vectorv in Rm will solve then equationsQTv = 0. ThenQQTv = 0 and
QQT 6= I.) But P is symmetric andP 2 = QQTQQT = QIQT = P . ThusP is a
projection matrix .

28 A 5 by 4 matrix Q can haveQTQ = I but it cannot possibly haveQQT = I.
Explain in words why the four equationsQTv = 0 must have a nonzero solutionv.
Thenv is not the same asQQTv andI is not the same asQQT.

The four equationsQTv = 0 have 5 unknownsv1, v2, v3, v4, v5. With only 4 rows,
QT cannot have more than 4 pivots. There must be a free column inQT and anonzero
special solution toQTv = 0.

Challenge Problems
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29 Can you find a rotation matrixQ so thatQDQT is a permutation ?
[

cosθ −sinθ
sinθ cosθ

] [
1

−1

] [
cosθ sinθ

−sinθ cosθ

]
equals

[
0 1
1 0

]
.

With θ = 45◦,
1√
2

[
1 −1
1 1

] [
1

−1

]
1√
2

[
1 1

−1 1

]
=

[
0 1
1 0

]
.

30 Split an orthogonal matrix(QTQ = QQT = I) into two rectangular submatrices :

Q = [Q1 | Q2 ] and QTQ =

[
QT

1 Q1 QT
1 Q2

QT
2 Q1 QT

2 Q2

]

(a) What are those four blocks inQTQ = I ?

(b) QQT = Q1Q
T
1 + Q2Q

T
2 = I is column times row multiplication. Insert

the diagonal matrixD =

[
I 0
0 −I

]
and do the same multiplication forQDQT.

Note: The description of all symmetric orthogonal matricesS in (??) becomes
S = QDQT = Q1Q

T
1 −Q2Q

T
2 . This is exactly the reflection matrixI − 2Q2Q

T
2 .

(a) The four blocks inQTQ areI, 0, 0, I because all the columns ofQ1 are orthogonal
to all the columns ofQ2. (All together they are the columns of the orthogonal matrix
Q.)

(b) Column times row multiplication gives[
Q1 Q2

] [
QT

1

QT
2

]
= Q1Q

T
1 +Q2Q

T
2 = I.

QDQT =

[
Q1 Q2

]
D

[
QT

1

QT
2

]
=

[
Q1 Q2

] [
QT

1

−QT
2

]
= Q1Q

T
1 −Q2Q

T
2

= I − 2Q2Q
T
2 .

ThenQDQT is both symmetric and orthogonal.

31 The real reason that the transpose “flipsA across its main diagonal” is to obey
this dot product law :(Av) · w = v · (ATw). That rule(Av)Tw = vT(ATw)
becomes integration by parts in calculus, whereA = d/dx andAT = −d/dx.

(a) For2 by 2 matrices, write out both sides (4 terms) and compare :
([

a b
c d

] [
v1
v2

])
·
[
w1

w2

]
is equal to

[
v1
v2

]
·
([

a c
b d

] [
w1

w2

])
.

(b) The rule(AB)T = BTAT comes slowly but directly from part (a) :

(AB)v · w = A(Bv) · w = Bv · ATw = v · BT(ATw) = v · (BTAT)w

Steps1 and 4 are the law. Steps2 and 3 are the dot product law.
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The connection between(Ax)T y = x
(
ATy

)
and integration by parts is developed

in the Chapter7 Notes. The idea is thatA becomes the derivatived/dx and the dot
product becomes an integral :

(Af)T g =

∫
df

dx
g(x) dx = −

∫
f(x)

dg

dx
dx = fT

(
ATg

)
.

That last step identifiesATg as−dg/dx. So the first derivativeA = d/dx is like an
antisymmetric matrix. Our functionsf andg are zero at the ends of the integration
interval, so the “by parts formula” above has zero from the other usual term[fg]10.

In 31(b), steps1 and4 are theassociative law(AB)v = A(Bv).

32 How is a matrix S = ST decided by its entries on and above the diagonal ?
How is Q with orthonormal columns decided by its entriesbelow the diagonal ?
Together this matches the number of entries in ann by n matrix. So it is reasonable
that every matrix can be factored intoA = SQ (like reiθ).

If S is symmetric, then the entries on and above the diagonal tellyou the entries below
the diagonal. IfQ is orthogonal, here is how the entriesbelow the diagonaldecide the
matrix. In column1, the top entryQ11 has to complete a unit vector (no choice except
a± sign). In column2, the two top entries are decided by (1) orthogonality to column
1 and (2) unit vector. Every column, in order, has no free numbers available on and
above the diagonal.

So there are a total ofn2 choices available : on and above the diagonal ofS and below
the diagonal ofQ. This n2 matches the number of equations inA = SQ (linear
equations inS = AQT). “polar factorization” of a matrix is possible.


