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Complete Solutionsto Exercises 2.4

a
1. To show that the given vectors span R* we prove that an arbitrary vector w = [bJ IS

alinear combination of the given vectors.
(8 Thescaars k; and k, needto satisfy ke +k,e, =w:

<o) l)o {6

Therefore k, = a and k, =b which means the given vectors e, and e, span R?.
(b) Similarly we need to find scalars k; and k, which satisfy ku+k,v=w:

ku+k,v = kl(ﬂ +k, (_11]

oo
K, K, k +K, b
We need to solve the linear simultaneous equations:

k1_k2 =a *)

k,+k,=b (**)
for k; and k,. Adding these equations (*) and (**) gives

2k —a+b yidds k = 2+
Subtracting (*) from (**) gives
2k, =b-a implies kzzb;za

a+b

Since we have found the scalars, k, = and k, = b_2a , for any real numbersa and

b therefore the given vectors u and v span R?.
(c) Againweneedtofind scalars k; and k, which satisfy ku+k,v=w:

ku+k,v = k1@+ Kk, (:ﬂ

(BPE-E-
2k, -k, 2k, —k, b
We need to solve the linear simultaneous equations
2k -k, =a *)
2k, —k, =b (**)
for k, and k, . Subtracting these equations (*) and (**) gives
O=a-b or a=b

a 1 a
Since a=Db the given vectors span [{J = a[J and not (bj :

Hence the given vectors u and v do not span R?. [Note that vectorsu and v are linearly
dependent.]

(d) Similarly we need to find scalars k;, and k, which satisfy ku+k,v=w:
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AR

The augmented matrix is
a
b

R, (1 -1
R, 2 10
Carrying out the row operation R, — 2R, gives
k Kk

R, 1 -1 a
R,-2R, |0 12| b-2a

From the bottom row we have

12k, =b—-2a gives k, = %

Substituting this k, = b—2a into thetop row k =k, +a yields
b-2a b-2a 12a b-2a+12a b+10a
12 12 12 12 12

b+10a b

Since we have found scalars, k; = and k, = 1—2261 , for any real numbersa and b

therefore the given vectors u and v span R?.

2. Generaly similar to question 1 but we have 3 scalars k;, k, and k,, and we
a
need to find them for any real numbers a, b and cin an arbitrary vector x=| b |.
c
(8) We need to determine scalars k;, k, and k, in thelinear combination
ku+k,v+kw=x:

2 0 0
ku+kv+kw=k|O0|[+k,|2]|+k;| O
0 0 2

2k, 0 0 2k, a
= 0 [+| 2k, |[+| O |=| 2Kk, |=|Db
0 0 2k, 2k, c
We have the simultaneous linear equations
2k, =a, 2k, =b and 2k,=c
Dividing each equation by 2 gives
k=2 and k, :%

a

k=3 k=3

. a b

Since we have scalars, k, =5 K, =5
therefore the given vectors u, v and w span R®.

(b) Consider the linear combination ku+k,v + kw =x:

b

and kK, =§, for any real numbersa, b and c
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1 2 1 a
ku+kv+kw=Kk|1|+k,| 2|+k|2|=|Db
1 2 3 c

We use elementary row operations to determine the scalars k;, k, and k;. Writing out
the augmented matrix we have

R, (12 1]a
R,|1 2 2|b
R, (1 2 3|c
Carrying out the row operation R, —R, gives
R, 1 2 1] a
12 2| b

RZ
R,=R,-R, (0 0 1| c-b
Executing R, —R, gives

R, 1 21| a
R,=R,-R, |0 0 1| b-a
R, 00 1|c-b
Subtracting the last two rows R; — R, gives
R, 121 a
R,=R,-R, |0 0 1 b-a
Ry =R,-R, (0 0 0| c-b—(b-a)

From the bottom row we have

O=c-b-(b-a)=c-2b+a
Thisresult is only truewhen c—2b+a=0 or c=2b—a but for the vectors to span R*
we need to show that the result istrue for all values of a, b and ¢ and not only when
c=2b-a.
Hence the given vectors u, v and w do not span R®.
(c) We need to determine the scalars k;, k, and k, in thelinear combination

ku+k,v+kw=Xx:

1 1 1
ku+kv+kw=K|1|+k,| 1 |+k,|O
1 0 0

k) (k) (k) (ktk+k) (@

=K |[+| Kk, [+|0 [=] k+k, |=|Db

k) (O 0 K, c

From the last row we have k, = ¢ and substituting this into the second row gives
k,+k,=c+k,=b whichyields k,=b-c
Substituting k; = ¢ and k, =b—c into thefirst row gives
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k,+k, +k; =c+(b-c)+k,
=b+k,=a whichgives k,=a-b
Hence we have scalars k, =c, k, =b—c and k, =a—b. These arevalid for any rea
numbers a, b and ¢ so therefore the given vectors u, v and w span R®.
(d) Similarly we have scalars k;, k, and k, in thelinear combination

ku+k,v+kw =x wherex isan arbitrary vector - x=(a b c)':

1 2 -2 a
ku+kv+kw=Kk|2|+k,| 4|+k,|-2|=|b
1 0 3 c

We use elementary row operations to determine the scalars k;, k, and k;. Writing out
the augmented matrix we have

R, (1 2 -2|a
R,12 4 -2|Db
R, {1 0 3|c
Carrying out the row operation R, —R; :
ko ko Kk
R, 1 2 -2 a
R,-2R, |0 0 2| b-2a
R, 10 3 Cc
From the middle row we have
b—2a

2k, =b-2a gives k;=
b-2a

2

Substituting this k, = into the bottom row gives

|<1+3(b—22aj e

b-2a) 2c 3b-6a 2c-3b+6a
2 2 2 2
What else do we need to find?
Thelast scalar k,. How?
By substituting k, :i;&a and k, = b—22a into the top row

k +2k, -2k, =a
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20—3§+6a+2k2_2[b—22aj: a

—_— —
=k =kg

2c—3b+6a+4k, —2(b—2a)=2a [Multiplying by 2]
4k, =2a+2(b—2a)-2c+3b—6a [Transposing]
4k, = 2a+2b—-4a—-2c+3b—-6a
4k, =5b-2c—8a  [Simplifying]

Sb-2c-8a
K, =2D—cc—ed
4
We have kl:&;%' K, :Sb#f_&a and k, = b—22a for any real values of a, b

and c. Hence the given vectors u, v and w span R®.

3. Tofind whether the 2 given vectors form abasis for R* we need to check only one
of the following:

(i) The vectors span R?.
Or (ii) The vectors are linearly independent.

1 0
(d) We show that the given 2 vectors u = (2) and v= (J are linearly independent.

Since these vectors are not scalar multiples of each other so they are linearly
independent.
Hence by:

Proposition (2-16). Any n linearly independent vectorsin R" form abasisfor R".
1 0
The given vectors u = (2] and v= (1] form abasisfor R?.

(b) What do you notice when examining the given vectors

T

The vector u is —2 times the vector v or in mathematical notation we have

u=-2v
Thismeansthat u+2v =0, that isthere are non - zero scalars which produce the zero
vector. Hence ku +k,v =0 where k =1 and k, =2 which means that the vectors u and

v arelinearly dependent. The given vectors cannot form abasis for R?.
4 1
(c) Sincethe given vectors (J # m(?J (misascaar) are not scalar multiples of each

other so they are linearly independent. Again by
Proposition (2-16). Any n linearly independent vectorsin R" form abasisfor R".

The given vectors form a basisfor R?.
(d) We know that

3 2
M where misascaar

Hence the given vectors are linearly independent so they form a basis for R?.
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0
1

R? because by Proposition (2-20) the basisof R" has exactly n vectors but in this case
we have 3 vectorsin R?.

1 1
4. () The given set of vectors u = (2] % :[ j and w= (0} do not form abasis for

1 1 0
(b) The given set of vectorsu=|1|, v=|1| and w=| 0| do not form abasisfor R*
1 0 0

because we have the zero vector w which means that these vectors are linearly
dependent.

1 1 -1 2
: 1 1 -2 2

(c) The given set of vectors u = 1l V= ol w= 3 and x= 5 do not form a
1 -1 4 2

basisfor R* because the vectors u and x are multiplies of each other, u = 2x, which
means that these vectors are linearly dependent.

1 1 3 2
2 5 2 9
(d) Thegiven set of vectorsu=|3|, v={0|, w=|-5| and x=| 2| donot forma
4 2 4 7
5 4 -9 7

basis for R® because by Proposition (2-20) the basis of R" has exactly n vectors but in
this case we have 4 vectorsin R®.

1 10 1
5 (aWearegiventhat A=|2 5 0|, b=|3|.Letthescalarsbe k, k,, k; which
3409 4
K,
we can write as entriesin the vector x =| k, |. The vector b isin the space spanned by
Ks

the columns of matrix A if we can find values for the scalars k’s such that Ax=b. The
augmented matrix is.

R, (1 10] 1

R,|2 50| 3

R, |3 4 9| 4
Carrying out the row operations R, - 2R, and R,-3R;:
ki k2 k3

R, 1 1 01
R,-2R, |0 3 0| 1
R;,-3R, {0 1 9 |1
Expanding the middle row gives:


acauser3
스탬프
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1
k=1 = k==
2 2 3
Using the top row we have

k+k,=1 = k=1-k,=1-

wlEF
wliN

Using the bottom row:
1-k, 1-1/3 2/3 2
k, +9%, =1 = = 2 = = =—
2+ 9%, s 9 9 9 27

This means that

1 1 0 1
§2+%5+2—270:3:b
3 4 9) |4

Hence the vector b isin the space spanned by the columns of matrix A.

K
(b) Let x=| k, | where k,, k,, k, arethe scalars associated with the columns of matrix
K
A. We have the augmented matrix (A | b) given by:
R, (123 ]1
R,|4 5 6 |3
R, {7 8 9 |4
Carrying out row operations R, —-R, and R, —R,:
R, 12 3 |1

R,*=R,-R, [3 3 3

R;*=R,-R, |3 3 3 |1
Subtracting the bottom two rows R,* - R, * gives:
ko ko Kk

R, 1 2 3 1
R,* 3 3 3

R;,*-R,* 0 0 0 | -1

Expanding the bottom row we have

Ok, +0k, + 0k, =0=-1
This meansthe system Ax =b isinconsistent, so thereis no vector x which satisfies this
linear system. Hence the vector b is not in the space spanned by the columns of matrix
A.

5 0 0
6. (a) Sincewearegiven3vectorsu=|0|, v=|6| and w=| 0| soitisenough to
0 0 7

show that these vectors are linearly independent for them to form abasis for R*®.
Consider the linear combination ku+k,v +k,w =0 where k;, k, and k, are scalars:
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5 0 0
ku+kv+kw=k |0 |+Kk,| 6|+k| O
0 0 7

5k, 0 0 5k, 0
=l 0 |+|6k, |[+| O [=|6k,|=|0

0 0 7K, 7K, 0

Solving these we have
k=0, k,=0, k,=0

Since ku +k,v+k,w = O only has the trivial solution k; =k, =k, =0 sothe given
vectors are linearly independent.
Hence the vectors u, v and w form abasis for R®.
(b) Similarly consider the linear combination ku+k,v+kw =0 where k;, k, and k,
are scalars:

a 0 0
ku+kv+kw=k |0 [+k,| b |+k;| O
0 0 I

ka 0 0 ka
= 0 [+|kb|+] O |=|kb |=
0 0 kil kil 0
Wearegiventhat a #0, b =0 and | = 0. Solving the above gives k, =k, =k, =0.
We have ku+k,v+k,w =0 with only thetrivial solution k, =k, =k, =0 therefore the

given vectors are linearly independent.
Hence the vectors u, v and w form a basisfor R>.

0
0

7. To show that given vectors do not form a basis we can show it does not span
R® or they are linearly dependent. Writing out the linear combination of the vectors u, v,
w and x where x is an arbitrary vector in R®:

1 -1 1 a
ku+kv+kw=Kk|1|+k,| 1|+k|-5(=|b
2 -2 2) (c

We have the augmented matrix
R (1 -1 1] a
R,|[1 1 -5|b

R, 12 -2 2
Carrying out the row operation R, —-R, and R, -2R;:
R, 1 -1 1 a

R,=R,-R, |0 2 -6| b-a
R,=R,-2R, (0 0 0] c-2a
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From the last row we have c—2a=0 or c=2a. This means that the given vectors
u=(11 2)T ,v=(-11 —2)T , w=(1-5 2)T only span vectors of the form:

a a
b |and not|b
2a C

Hence vectors u, v and w do not span R® so they cannot form abasisfor R®.

8. It isenough to show that the given vectors are linearly independent.
Consider the linear combination ku+k,v+Kkw+Kkx=0':

1 0 0 0

ku+k,v+kw+k,x=k 1 +k, 1 +k, (1) +k, g
1 1 1 1
k) (O 0 0 K, 0
:I<1+k2+0+0:k1+k2 :0
kil (k| |k| [0 [ktktk 0
k,) \k K, K, k +Kk, +k,+K, 0

Solving this only givesthetrivial solution k, =k, =k, =k, =0.
This means that the given vectors u, v, w and x are linearly independent.
Sincethe 4 vectors u, v, w and x are linearly independent so we conclude that these

vectors form abasis for R*.

1 0
9. Wearegiventhevectorsu=(1 5 O)T: 5/, v=(0 1 O)T: 1].
0 0
1 0
(@) Notethat | 5= m| 1| wheremisascaar. Hence vectors u and v are not scalar
0 0

multiples of each other so they are linearly independent.

9

(b) The space spanned by vectors u and v is every linear combination of these vectors,

that is
1 0 k X
ku+cv=Kk|5|+c|1l|=|5k+c|=|y| wherexandy areany real numbers
0 0 0 0

The vectorsu and v span the x — y plane:
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X=-y
plane

The dark plane shown is the space spanned by vectors u and v. Thisis al the vectors of

X
theform | y | where x and y are any real numbers.
0
1 0
(c) We need avector w whichislinearly independentof u=|5|, v=|1|andal 3
0 0
X 0
vectors span R®. Sinceu andv span | y | sowelet w=| 0| where z#0.
0 z

10. Need to show that if v,, v,, v,, ---, v, span R" then v, v,, v,, -+, v, and w

alsospan R".

Proof.

Since v,, V,, Vg, -+, Vv, span R" sofor any vector u in R" we have
u=kv,+kVv, +KVv,+---+k v,
=kV, +K,V, + KV +---+K v, +0w

Hence v,, v,, V,, -+, v, and w asospan R".

11. Need to prove that

T= {k1V1’ k2V2’ k3V3, T knvn}
where none of the k’s are zero is also a basis for R".
Proof.
Let u be an arbitrary vector in R" then

U=CV,+CV,+CV,+--+CV,

because the v’s form a basis for R". Since all the scalars are real numbers therefore for
eachjin 1< j<n welet

C; K
—:aj or CJ- = jaj
]

Substituting this, ¢, =k;a,, for eachj we have

J 1
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U=CV, +CV, +CV++CV,
= (kay ) vy +(ka, ) v, + (ke ) vy +---+ (ka, ) v,
=a,(kv,)+a,(kV,)+a5(kv,)+---+a,(kv,)
Hence we have shown that the set of vectors T ={k,v,, k,v,, kv, ---, kv,} span R".
By
Proposition (2-17). Any n vectors which span R" form abasisfor R".

Hence we conclude that the set
T:{I<1v1, KV, KoVa, ooy KV,

n

formsabasisfor R".

12. We need to prove:

A=(v, v, - v,)isinvertible < {v,,---, v } formabasisfor R".
Proof.

This result follows from the following proposition of the last section:

Proposition (2-14). Let A be the n by n matrix whose columns are given by the vectors
Vi, V,, Vg, oo and v, :

A=(v, v, - V)
Then vectors v,, v,, ---, v, arelinearly independent < matrix A isinvertible.
Thisis because n linearly independent vectors form abasisfor R".

|

13. We need to prove that n linearly independent vectorsin R" form abasisfor R".
Proof.
If theset S={v,, v,, v;, -, v,} of independent vectors does not span R" then you
can find another vector u, whichisnot alinear combination of S={v,, v,, ---, v }.
Thereforeanew set T ={v,, V,, -, V,, U} which consistsof n+1 vectorsand so by
Proposition (2-13):
Let v,, v,, v,, --- and v, bedifferent vectorsin R". If n<m, that isthevaue of n
inthe n - spaceislessthan the number m of vectors, then the vectors
V,, V,, V5, -+ and v, arelinearly dependent.

Thisset T={v,, v,, ---, v, u} must belinearly dependent. Hence
CV,+CV,+--CV,+C,,u=0 wheredl thec’s are not zero
Thisimplies that u can be written as alinear combinationof S={v,, v,, v;, -+, v} s0

itisinthe span of S. Thisis acontradiction because we stated above that u could not
spanned by the vectorsin S
Hence S={v,, v,, v, ---, v,} isaset of linearly independent vectors which spans R"

soitisabasisfor R".
| |
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14. Need to prove that any n vectors which span R" form abasisfor R".
Proof.

Let S={v,, v,, Vg, -+, v,} beaset of nvectorswhich span R".

Need to show these vectorsin Sare linearly independent for Sto be abasisfor R".
Suppose the vectorsin Sare linearly dependent. This means one of the vectors can be
written as alinear combination of the others. Without Loss of Generality we can select

thisto be the last vector v, . Hence the vector v, isalinear combination of the
remaining vectors T ={v,, V,, V5, ---, V,,}. Thisset T still spans R". If thisset T is
linearly dependent then keep on removing vectors until we end up with alinearly
independent set of vectors. Thislast set of vectors till spans R" and islinearly
independent which meansitisabasisfor R". We have less than n vectors which are a
basisfor R". This contradicts:

Proposition (2-20). Every basis of R"contains exactly n vectors.
Our supposition that the vectorsin S={v,, v,, v,, ---, v,} arelinearly dependent must

be wrong. Hence any n vectors which span R" form abasisfor R".
|

15. We need to prove that any n non-zero orthogonal vectors form abasisfor R".
Proof.

Let S:{vl, V,, Vg, -, vn} be a set of non-zero orthogonal vectors.

If we can show that this set Sof vectorsis linearly independent then we are done. Why?
Because

Proposition (2-16). Any n linearly independent vectorsin R" form abasisfor R".
Consider the linear combination

kv, +KV,+KkVv,+--+k v, =0
where k’s scalars. Required to prove that the only solutionis k, =k, =k, =---=k =0.
Thedot product of O-v, =0. Substituting kv, +Kk,v, + KV, +---+k v, =0 into
O-v, =0 gives:
(K, + KoV, +o kv ) vy = K (Vv )+ Ko (Vo vy )+ K (V- V)

%/_J%/_J

-0 -0

Becausethev's
are orthogonal

= ki(vl'vl)
=k v =0

We have k, |v,| =0 which gives k, =0 because v, isanon-zero vector.

Similarly by following the above process with
O-v,=00:v;=0, ---, O-v, =0

wehave k, =k, =k, =---=k, =0. Thismeansthat S={v,, v,, v;, -+, v,} isaset of
linearly independent vectors.

Hence by Proposition (2-16) we conclude that S={v,, v,, v;, ---, v,} formsabasis
for R".
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16. Need to provethatif {v,, v,, ---, v,} isabasisthen {Av,, Av,, ---, Av,}

isalso abasisfor R" provided A is an invertible matrix.
Proof.

Required to prove {Avl, Av,, -, Avn} are linearly independent. Why?
Because of the following:

Proposition (2-16). Any n linearly independent vectorsin R" form abasisfor R".
Consider the linear combination with k’s scalars

k (Av,)+k,(AV,)+---+k (Av,)=0 (*)
Need to show that the only solution to this (*) iswhen all the scalars are zero;
k, =k, =---=k, =0. Factorizing out the matrix A gives

A(kV, +kVv,+---+kv,)=0
We are given that matrix A isinvertibleso A™ existsand
kv, +kV,+--+kv, =A"0=0 (**)

13

We are also given that vectors {vl, V,, -, vn} are abasis so they linearly independent
which means the only solutionto (**) iswith k, =k, =---=k, =0.
Hence the only solution to (*) iswith all the scalars are zero so {Av,, Av,, ---, Av,} is

linearly independent which impliesitisabasisfor R".





