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Complete Solutions to Exercises 7.4
Provide solutions for questions 10 and 11.

10
1. (@) We are given the matrix A = (O ZJ and we need to find an orthogonal matrix Q

which diagonlizes this matrix. The eigenvalues and eigenvectors of matrix A are:

A =1 u:(lj and 4, =2, v:(o)
0 1

The eigenvectors u and v are orthogonal and are also have a norm of 1 so we do not need
to normalize them. Thus

(1 0)_ |

=lg )7

1 0
Check that Q" AQ =D where D= (O 2) =A:

Q=(u:v)

Q'AQ=IAI =
Note that matrix A is already a diagonal matrix so no surprise that the orthogonal
diagonalizing matrix is the identity matrix.

11
(b) We are given the matrix A= (1 J. Need to find the eigenvalues and associated

A =0, u=( 1} and 4, =2, v:[l)
-1 1

Since A is a symmetric matrix therefore eigenvectors u and v are orthogonal. Is the
orthogonal matrix Q=(u v)?

No because u and v are not normalized. We need to normalize these eigenvectors. How?
By dividing by the norm (length). What is the norm of u equal to?

-

This is the norm squared ||u||2 =2, so taking the square root of both sides gives |u]|=+?2.
Similarly we have

-{) e

Thus |v| = J2 . What are our perpendicular unit eigenvectors u and v equal to?

u:iu:i[ lj and v:—v:i£1j
"2\ M2l

11
1 J. Checking that AQ=QD:

e o e
-1 e 94 )

eigenvectors:

Hence our orthogonal matrix Q = ( v) = %(
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2 1
(c) Similarly we are given A= (1 ZJ and we need to find the eigenvalues and

corresponding eigenvectors:

A =1 u:( 1) and 4, =3, v:[lj
-1 1

Again we need to normalize the eigenvectors:

o =3 ﬂ:m(_l)z -2

Thus ||u||_ 2 and similarly we have |v|= J2 . Therefore our orthonormal eigenvectors

are
u—iu—i[ 1j and v=-— ! [1J
- V2 IIVII
1
Hence our orthogonal matrix Q=(u v)=— . Checking that AQ =QD with
g Q=(u v ﬁ(_l 1] gthat AQ=Q
2 1
A= and
R J
AQ = 11 B 1 1 3
JE 1 21 1) 21 3
1 1)1 O 1 3
op- L 1
J2(-1 1lo 3) 2(-1 3
. . . . 5 12 .
(d) We need to find an orthogonal matrix Q that diagonalizes A = (12 c j First we

determine the eigenvalues and eigenvectors:

A =13 u{gj and 4, =13, v=(_2J
2 3

Normalising these eigenvectors gives

g

Hence ||ul|= 3. Similarly we have ||v|=+13. Our orthonormal eigenvectors are
u= 13 and v = 1 [_2
J13(2 J13( 3
3 2
Our orthogonal vector is Qz(u v)=%[2 3}. Checking that AQ=QD:

39 26
26 -39

39 26
26 -39

AQ:L(ES 12)(3 —2j_

Ji3l12 5){2 3

QD:i(s —2j[13 OJZ
Ji3l2 3)lo -13

2. The working out is very similar to question 1.

R %\H
w w
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9 3
(a) We are given matrix A = [3 J . Determining the eigenvalues and eigenvectors gives

A =0, uz[_lj and 1, =10, v=®
3 1

Normalising the eigenvector u and v yields:

Jul = [_;M_;j =(-1)° +3* =10

v = (3N3J —32412-10
1)1

Taking the square root of both the norm squares gives |Ju| =10 and ||v||= 0. What are
the orthonormal (perpendicular unit) eigenvectors?

u:iu:i[_lj and v:iv:if}
"~ Vol 3 Mol
Thus Q:(u V):ﬁ[ 3 ij.Wecan check AQ=0QD:

wo=ls s 1)-lo 1)
®- 5l 1o 1) lo

(b) Similarly for A:L\/; Jg

2
A =4, u:(ﬁJ and 4, =1, v=£_2

What else do we need to do?
Normalize the eigenvectors u and v:

bt ) ]2y s
e =2} 2)- (e v s

Taking the square root of both sides gives |ul|=||v||= J6 . What are the perpendicular unit
eigenvectors?

] we have

1.o1(2 _ 1 1(\2

”‘M”‘%(ﬁ)mV‘nvnv‘ﬁ[—zj
_L{ 2 2

elyz -2

Our orthogonal matrix is given by Q =<u v) J Checking AQ=QD:
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ol L2 T T
Vel2 2)l2 —2) Blaz -2

12 2)sa0) 1({8 2
QD_%[\E —2](0 1]_\/6[4\/5 —2}

-5 43
(c) We need to find an orthogonal matrix which diagonalizes A =£ [J . The

Y3 -3
eigenvectors and eigenvalues of this matrix are:

A, =-6, u:(\_/;j and 4, =-2, v:(\/a

We need to normalize the eigenvectors. How?
By dividing each vector by its norm:

, (3) (-3 ) 2
ul” = . =(-3) +(v3) =12
o < o} 2]
& =(4§MJ§) =(\/§)2 +32=12
3 3
By taking the square root we have ||ul = |v|= V12 . What are the normalized eigenvectors

u and v equal to?

u:iu:LL_sj and v:iv=i[\/§]
ul = Vi2(\3 A
-3 J§
&S

g2 903 Yl
2 V12l 63 6

1 (-3 B)-6 0) 1 [ 18 23
QD_E[@ 3J(0 —Zj_\/ﬁ[—&@ —GJ

5 12
(d) For the given matrix A :( V12

Ji2o1

diagonalizes A. First we find the eigenvalues and eigenvectors:

“

Hence the orthogonal vector is Q = (u v) = J We can check AQ=QD:

J we need to find an orthogonal matrix which

A =-1 uz(\/l_ZJ and 4, =7, v=

Normalising the eigenvectors gives:

B A A B

We have ||u||2 =16. Taking the square root gives |ul| =4. Similarly we have |v|=4.
Normalized eigenvectors are
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1( 2 1(J12
u:Z(\/l_ZJ and V:Z( 2}

What is the orthogonal matrix Q equal to?

2 E
Q=(u v):%(\/l_2 ZJ

2 23
:%(2«/5 ) J [Because \/1_2:\/47322\/3:]

~ 1(—1 \/§J [Taking out 2 and}
2

N writing 2/4=1/2

5 x/12
Checking that AQ =QD with A=
2 2«/ 1

ol
-3l el )

1 00
3. (a) We are given the matrix A={ 0 2 0. Since A is a diagonal matrix so the
0 0 3

orthogonal matrix is the identity matrix 1. The matrix has eigenvalues 1, 2 and 3.
Thus the orthogonal matrix is given by

5 2[}_

1 00
Q=1=/0 1 0
0 01
Checking that Q" AQ = 1" Al = A. The diagonal matrix is the given matrix A.
2 2 2
(b) Steps 1 and 2: We are given the matrix A= 2 2 2. The eigenvalues and
2 2 2
corresponding eigenvectors are
1 1
A=0,u=| 1|, 4,=0,v=|-1| and A4, =6, w=|1
-2 0 1

Step 3: We need to check that the eigenvectors u and v are orthogonal since they belong to
the same eigenvalue 4, =0 and 4, =0. We have

N (1
u-v=| 1| -1|=(1x1)+(1x(-1))+(-2x0)=0
-2)( 0
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Because u-v =0 therefore u and v are orthogonal.
Step 4: We need to normalize these eigenvectors:

(0

uz\/l 1124 ; 6 ;

N (0

' 12 +02 ; ﬁ _(1)
W=

NIk +12 +1?

Step 5: Since the eigenvectors u, v and w are orthonormal vectors therefore
16 1/42 13
Q:(u \Y W): 1/\/5 —l/«/E 1/\/§

2/\J6 0 1/\3
Step 6: By using MATLAB or otherwise you can check that we have
0 0O
Q'AQ=D=|0 0 O
0 0 6
0 0O
(c) Steps 1 and 2: For the given matrix A={0 1 1| we have
011
1 0 0
A=0,u=/0], ,,=0, v=| 1| and 4 =2, w=|1
0 -1 1

Step 3: We need to check that the eigenvectors u and v are orthogonal since they belong to
the same eigenvalue 4, =0 and 4, =0. We have

1\ (0
u-v=|0|| 1|=(1x0)+(0x1)+(0x(-1))=0
0) (-1

Because u-v =0 therefore the eigenvectors u and v are orthogonal.
Step 4: The eigenvector u is already normalized but we need to normalize v and w:

0Y( 0

IV =| 1| 1|=0%+22+(-1)"=2
1)1
0) (0

W[ =|1]-|1]|=0*+1*+1* =2
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Taking the square root gives ||v||= J2 and Iw| = J2 . Normalized eigenvectors are

1 1 ° 1 1 °
v=—Vv=—1:| 1| and w=—w=—1|1
M V2| "2
Step 5:The orthogonal matrix Q is given by
1 0 0
Q:(u v w): 0 1/\2 12
0 -1/\2 1/\2
2 00 Taking out L and
1 2
=% 0 11 1
0 -1 1 rewriting 1= ——~/2
M
Step 6:You may like to check that Q" AQ = D where D is the diagonal matrix given by
0 00
D=/0 0 O
0 0 2

4. (a) Stepsl and 2:

1 2 2
We are given the symmetric matrix A=|2 1 2 | and we first find the eigenvalues and
2 21
the corresponding eigenvectors:
-2 2 1
A=-Lu=| 1|, 4,=-1 v=|-3| and A4, =5 w=|1
1 1 1
Step 3: This time the eigenvectors u and v are not orthogonal because
—2 2
u-v=| 1| -3|=(-2x2)+(1x(-3))+(1x1)=-6 *)
1 1

We need to convert u and v, eigenvectors belonging to the same eigenvalue 4 =4, =-1,

into an orthogonal set of vectors. How?
By applying the Gram Schmidt Process (4-10) which is

-2
g =u=| 1
1
V-
4, =v-tg ()

o
What is v-q, and ||a,|* equal to?
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Since g, =u therefore v-q, =v-u=u-v = —6.What is ||q1||2 equal to?
By (%)

=2\ (-2
”ql”2:q1'q1:U'U= 11 1 :(_2)2 +1°+1°=6 (T)

Substituting v-q, =-6 and ||q1||2 =6 into q, = v—~% 2 L, gives

o 1||

2 -2 2+(-2) 0
4, =V ” ”qu -3 —%6 1|=| -3+1 |=|-2|=2|-1
G 1 1 1+1 2
0
We can ignore the scalar 2 in g, and normalize q, =| -1 |.
1

Now q,, g, and w are orthogonal. (Check by finding the dot product.)
What else do we need to do in order to find the orthogonal matrix Q?
Step 4: Need to normalize g,, g, and w:

2 -
1 A By () Jau/ =6
U™ VB and [, =6
1 1 R
A, =70, = 1=7%|-1
S P I ST V2
1 1
1 1
WZLWZ; 1 :i 1
Wl Ve | ] V3|,

Step 5: Our orthonormal vectors are q,, g, and w. Thus

—2/+/6 0 1/3
Q:(q1 q, w): 16 -1\2 13
1/J6  1/J2 1743

Step 6: You can check that Q" AQ =D where D is a diagonal matrix by using MATLAB.
MATLAB instructions are as follows:
A=[122;212;221]

A=
1 2 2
2 1 2
2 2 1
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Q=[-2/sqrt(6) 0 1/sqrt(3); 1/sqrt(6) -1/sqrt(2) 1/sqrt(3); 1/sqrt(6) 1/sqrt(2) 1/sqrt(3)]
Q=

-0.8165 0 0.5774

0.4082 -0.7071 0.5774

0.4082 0.7071 0.5774
>> Q*A*Q
ans =

-1.0000 -0.0000 0.0000

0 -1.0000 0

0 0 5.0000
Thus we have the diagonal matrix D with the entries on the leading diagonal as the
eigenvalues of the matrix A.

(b) Stepsl and 2:

2 11
We are given the symmetric matrix A=|1 2 1 | which is matrix in part (a) but with the
11 2
1’s and 2’s interchanged. The eigenvalues and eigenvectors of this matrix are
-1 -1 1
A=l u=| 1|, 4,=1 v=l 0| and A4, =4, w=|1
0 1 1

Step 3: Again the eigenvectors u and v belonging to the same eigenvalue are not
orthogonal because

-1\ (-1
u-v=| 1[| 0|=(-1)"+0+0=1 )
0 1
Need to use the Gram Schmidt Process to convert these u and v into orthogonal vectors:
-1
q,=u= 1
0
q,=V— V.qgl d,
o
Since g, =u therefore v-q, =v-u=u-v = 1. Also
By (1)
-1\ (-1
lou =g -ay=u-u=| 1]-| 1|=(-1)+12+0°=2
0 0
vV-q

Substituting v-q, =1 and ||q1||2 =2 into q, =v—-—2q, gives

o
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V-(
q,=V >0,
o
-1 -1 —1+1/2 -1/2 -1
= 0 —1 1|=| 0-1/2|=|-1/2 :l -1
2 2
1 0 1 1 2

Now q,, g, and w are orthogonal. (You may check by showing the dot product is zero.)
Step 4: Need to normalize q,, g, and w:

-1
1 1 2
—_q, = 1 Because |q,[ =2
L I=2]

Remember for normalising we can ignore the fraction. For normalising g, we ignore the
Ya:

1 1 A
d, =770 = 1=
B S N Y Y P s I
1 1
WziW:—1 1=i1
e e R

Step 5: Our orthonormal vectors are q,, g, and w. Thus

/2 -1/6 113
Q=(a a7 w)=| V2 -1VE 1B
0 2/J6 1/\3

Step 6: You can check that Q" AQ = D where D is a diagonal matrix by using MATLAB.
MATLAB instructions are as follows:
A=[211;121;112]

A=

2 1 1

1 2 1

1 1 2
>> Q=[-1/sqrt(2) -1/sqrt(6) 1/sqrt(3); 1/sqrt(2) -1/sqrt(6) 1/sqrt(3); 0 2/sqrt(6) 1/sqrt(3)]
Q=

-0.7071 -0.4082 0.5774
0.7071 -0.4082 0.5774
0 0.8165 0.5774
>> Q*A*Q
ans =
1.0000 0 0
0 1.0000 0.0000
0 0 4.0000
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(c) Stepsl and 2:

5 4 2
We are given the matrix A=| 4 -5 2 |. The eigenvalues and corresponding
2 2 -8
eigenvectors are
-1 1 2
A=-9,u= 1|, 4,=-9, v=l 0| and A4,=0, w=|2

-2 1

Step 3:
Check the eigenvectors u and v belonging to the same eigenvalue 4, =4, =—9 are

orthogonal:

-1)( 1
u-v=| 1| 0|=(-1x1)+(1x0)+(0x(-2))=-1 (©)
0) (-2

Thus u and v are not orthogonal so we need to use the Gram Schmidt Process to place
these into an orthogonal set g, and g, say:

u= C|1
V-
d,= qzl a, *)

ol

Similar to solutions to parts (a) and (b) above we have

V-, =v-u=u-v=-1 [By (©)]
-1\ (-1
loul =] 1| 1|=(-1)+12+0%=2
0 0
Substituting v-q, =—1 and || =2 into (*) gives
1 -1
g =v-—Sg=| 0|-2H 1
|| 1|| o) %l
1 -1 1-1/2 1/2 1
= 0+l 1=0+1/2=1/2=1 1
-2 2 0 -2+0 -2 2 —4
Note that the vectors g, and q, are a basis for the eigenspace E |
Step 4:
We need to normalize our orthogonal set of vectors q,, g, and w.
-1
1 1
el TR

11

Remember to normalize g, we can remove the fraction and normalize g,  where q,” is the

vector g, but without the %. What is the norm of ¢, ?
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1
la [ =| 1|| 1|=12+12+(-4) =18
—4) -4
Taking the square root of both sides gives HqZH =18 =32 . We have
1
q," = 1* q," = 1 1
Coa T 2|,
The norm squared of w is
2
Iw|*=|2|-|2|=22+2?+1 =9
1)\1
Taking the square root gives |\w| = J9 =3. The normalized vector is
2
W= iW = 1 2
Wi 3|
-1
Step 5: Form the matrix Q whose columns are the orthonormal vectors ¢, = % 1],
0
1 ' 1 :
q, =—=| llandw=>|2]:
V2| A 3,

/2 1132 213
Q:(ql q, w): U2 U2 213
0 -4/3J2 1/3

Step 6: Check that Q'AQ =Q" AQ =D by using MATLAB.
>>A=[-542;4-52;22-8]
A=
5 4 2
4 5 2
2 2 -8
>> Q=[-1/sqrt(2) 1/(3*sqrt(2)) 2/3; 1/sqrt(2) 1/(3*sqrt(2)) 2/3; 0 -4/(3*sqrt(2)) 1/3]
Q=
-0.7071 0.2357 0.6667
0.7071 0.2357 0.6667
0 -0.9428 0.3333
>> Q*A*Q
ans =
-9.0000 0 0
0 -9.0000 0
0 0.0000 0.0000

12
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11
5. The matrix A = (1 J is identical to the matrix of question 1(b).

11
Our orthogonal matrix Q was given by Q = i( j

Pl-11

To find the powers of matrix A we use the formula A™ =QD™Q" where D is the diagonal

00
matrix whose leading diagonal entries are the eigenvalues of A, thatis D = (0 2].

R 1 10 0y’ (1 -1
=Q Q_Eﬁ—lloz 1 1
C1( 1 10 0)1 -1
201 1)lo 20 l1 1
S 2°( 1 1)(0 0)1 -1
" 2021 1)lo 1)l 1
9(01J(1—1j
=2
0 1l1 1
9(11j9
=2 —2°A
11

To prove that A™ =2 A we use the above with m in place of 10.

Am:QquT:E( 1 1}(0 Oj(l _1j

2(-1 1)lo 2" l1 1
o (1 1)(0 0)(1 -1
:7(—1 1](0 2"“}(1 1]

11
— 2m—1 (l 1J — 2m—lA

6. We need to prove that if A is a diagonal matrix then orthogonal diagonalizing matrix
Q=lI.
Proof.
Let A be a diagonal matrix and if Q =1 then
Q'AQ=I1"Al=IAI=A
Therefore the identity matrix | orthogonally diagonalizes A. Thus our orthogonal matrix

Q=1.

7 (a) We need to prove that the zero matrix O is orthogonally diagonalizable.
Proof.
The eigenvalues A of the zero matrix O is given by

det(O—A1)=0 which gives 4, =4, =4, =---=4, =0

The corresponding eigenvectors for these 4, =4, =4, =---=A4, =0 are



Complete Solutions to Exercises 7.4 14

1 0 0
0 1 :
e P R P TR
0 1
The orthogonal matrix is Q=(v, v, --- v,)=1.Thus

Q'OQ=I1"01=101=0
Thus the zero matrix O is diagonalizable.
We could also use the result of question 6 above since O is a diagonal matrix.

(b) We need to prove that the identity matrix | is orthogonally diagonalizable.

Proof.

Since the identity matrix is a diagonal matrix therefore we can use the result of question 6
to deduce that the identity matrix is diagonalizable and the orthogonal matrix Q=1.

a b
8. We need to show that A = (b c] is diagonalizable and find the orthogonal matrix Q.

Since A is a symmetric matrix therefore by Theorem (7-20) we conclude that the matrix
A is orthogonally diagonalizable. The eigenvalues of matrix A are given by

olet(A—,u):olet(a_’1 bj
b c¢-4

=(a-4)(c—-4)-b?
=A*—(a+c)A+ac—h?=0 *)
We have a quadratic equation which we can solve by using the quadratic equation formula:

(a+c)4_r\/(a+c)2—4(ac—b2)

A=
2
_(ahtc)i\/az+c2+2a(:—4a(:+4b2
2
_(a+c)t+a®+c? —2ac+4b?
2
(a+c)t (a—c)2+4b2
B 2
2 2 2 2
Thuswehaveﬂi:(a+c)+ (z—c) +4b and ﬂ?:(a+c)— (Z—c) +4b |

What are the eigenvectors u and v equal to?
Let u be the eigenvector for A4, then:

(5 2O

We have the simultaneous equations:
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(a—4)x+by=0
bx+(c—4)y=0
Solving these for x and y gives x=b, y =4 —a because substituting these
x=Db, y=A4 —a into the above equations gives
(a—4)x+by=(a-4)b+b(4—-a)=0
bx+(c—-4)y=bb+(c-4)(4-a)
=b’+cA-ca-4’+4a
=—(4’—(c+a)4 +ca-b?*) = 0

By (*)

Thus u =( j . Similarly let v be the eigenvector for 4, then

(A—ﬂgl)uz{a_b% clm:@

This gives the simultaneous equations
(a—4,)x+by=0
bx+(c—4,)y=0

15

Solving these gives x= 4, —c, y =D because substituting these x= 4, —c, y=b into the

above equations gives
(a—4,)x+by=(a-4,)(4,—c)+bb
=al,—ac-A,° +Ac+b’
=—(4"-(a+c)4,+ac-b*) = 0

By (*)
b(%, —c)+(c-4)b=0
Hence the eigenvector is v = [izb_cl :

We need to show that the eigenvectors are orthogonal because we may have a repeated
eigenvalue suchas 4, = 4,:

u-v:(ﬂlga)-(ﬂzgcjzb(ﬂ? ~c)+(4-a)b
=b(4+4~(a+c)) (**)

How do we show this is zero?
By using the hint which was
x* + px+Qq =0 has roots a and b then a+b=—p
and (*) from above
A*—(a+c)A+ac—-b*=0 *)

has the roots 4, and A,. Therefore 4, + A, =a+c and substituting this into (**) we have

u-v=b(4+4—-(a+c))=b(0)=0

Hence u and v are orthogonal set of vectors. We need to normalize these eigenvectors:
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) b ' ( b b
Jull” = = -
4-a A-a){4-a
=b?+(4-a)’

Taking the square root gives the norm | = Jb? +(4, —a)2 . The normalized vector is

u=ﬁu=\/b2+(z_a)2 (ﬂikiaj

Similarly we normalize the eigenvector v:
i g o O
Taking the square root of both sides gives the norm |[v| = /(4, —c)2 +b* .

1 1 (ﬂz —cj
V="V=

M7 ey sb? L b

What is our orthogonal vector which diagonalizes the given matrix A?
b A,—C
Jo?+(4-a)y (4 —c) +b?
A —a b

Jb?+(h-a) (4 —c) +b?

9. We need to prove that if Q orthogonally diagonalizes the matrix A then Q also

diagonalizes the matrix A™.
Proof.

We have Q" AQ = D because Q diagonalizes the matrix A. Taking the inverse of both
sides we have

D*~(Q'AQ)"
=Q'A™(Q )_l [Because (ABC)" = C‘lB‘lA‘l}

Q:(u v):

=QA™! (Q‘l)_1 [Since Q is orthogonal so Q! = QT]
-Q'AQ [Because (Q* )7l = Q}

We have Q"A'Q=D" where D is the diagonal matrix with the leading diagonal
1

entries i, i, —, -+ and 2z which are the eigenvalues of A™. Thus Q orthogonally

A z

diagonalizes the matrix A™.

10. We need to prove that (7-17) which claims:
Let A be a symmetric matrix with distinct eigenvalues 4, 4,, ---, 4, and

16

corresponding eigenvectors v,, Vv,, --- and v, . Then these eigenvectors are orthogonal.
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We prove this result by induction. The 3 steps of induction are:
1. Check the result is correct for some base case n=Kk,.

2. Assume the result is true for n=Kk.

3. Prove the result for n=k +1 by using steps 1 and 2.

Proof.

Step 1:

For n=2 the result is true because of:

Proposition (7-16). Let A be a symmetric matrix. If 4, and 4, are distinct

eigenvalues of matrix A then their corresponding eigenvectors u and v respectively
are orthogonal.

Step 2:

Assume the result is true for n=k:

The eigenvectors v,, v,, ---, v, which belongto 4, 4,, ---, 4, are orthogonal.
Step 3:

Required to prove this result for n=k +1. We need to prove:

The eigenvectors v,, v,, ---, v,,, which belongto 4, 4,, ---, 4, are orthogonal.
Consider v,, v,, ---, V,, V,,,. By step 2 we know that the eigenvectors

V,, V,, ---, V, are orthogonal. Since the eigenvalue A, , associated with v, , is
distinct from each of the other eigenvalues 4, 4,, ---, A, S0 by step 1 the eigenvector
v, , is orthogonal to each of the eigenvectors v,, v,, ---, v,. This is our required
result.




